Handbook of the
6th World Congress and School

on Universal Logic

June 1626, 2018
Vichy, France

UNILOG’2018
https://www.uni-log.org/vichy2018

Vichy University Campus
France

Edited by
Jean-Yves Beziau, Arthur Buchsbaum and Christophe Rey,
with the assistance of Alvaro Altair and Yanis Ayari.


https://www.uni-log.org/vichy2018

Editors:

Jean-Yves Beziau

Federal University of Rio de Janeiro
Rio de Janeiro, RJ

Brazil

Arthur Buchsbaum

Federal University of Santa Catarina
Florianépolis, SC

Brazil

Christophe Rey

Université Clermont Auvergne and LIMOS
Vichy and Clermont-Ferrand

France

ISBN: 978-2-9544948-1-4
Université Clermont Auvergne, Vichy, France, 2018



Contents

I__Introductionl 1
1  Organizing, International Organizing |
— : 3
|Organizing Committee]. . . . . . . .. ... ... ... .. ... ... 3
[International Organizing Committee| . . . . ... ... ... .. ... 4
[Scientific Committeel . . . ... ... ... .. L. 5

2 What is Universal Logic?| 7
B _Aim of the eventl 9
|4 Call for papers| 11
(I 6th World School on Universal Logic| 13
[6_Aim of the School 15
|A great variety of tutorials| . . . ... ... ... ... ... ... . 15

|A School to Promote Logical Research| . . . . ... ... ... .... 15
|[Logic Around the World|. . . . . .. ... ... .. .. 0 0oL 15

6 ;Why Study Logic?| 17
|7 Speakers of the 6th World School on Universal Logic| 19
[8_Tutorials] 23
[The Logic of Lying, by Franca D’Agostini| . . . ... ... ... ... 23
|Topos theory and Caramello’s bridge technique, by Peter Arndt|. . 26
ogic in the Brain, by Tal Dotan Ben-Soussan| . . . ... ... ... 28

The Adventures of the Turnstile (I—), by Jean-Yves Beziau| . . . . 31
istory of Medieval Logic, by Julie Brumberg-Chaumont| . . . . . . 33

iii



Handbook of the 6th World Congress and School on Universal Logic

|[Lindenbaum Method, by Alex Citkin & Alexei Muravitsky| . . . . . 37
|Weak arithmetics and applications, by Henri-Alex Esbelin| . . . . . 41
[Dialectics. An Introduction, by Elena Ficara] . ... ... ... ... 44

[Stoic Logic: the dialectic of the Gods, by Jean-Baptiste Gourinat|. 47
[The inconsistency theory of truth and nominalistic mathematics, |
| by Casper Storm Hansen| . . . . ... ... ... ... ...... 50
|Aristotle’s Principle of Non-Contradiction, by Jean-Louis Hudry| . 52
[Definite Descriptions in the Proot-Theoretic Setting, |

| by Andrzej Indrzejczak| . . . ... ... oo o0 55
|Conceptual Engineering: A Systematic Unified Framework, |
| by Manuel Gustavo Isaac| . . . .. ... .. ... ... ..., 58
|Lesniewski’s Evolutional Logic, by Pierre Joray|. . . . ... ... .. 61
|Logic of Desires, by Emiliano Lorini}. . . . . . ... ... ... .. .. 64
|On the complexity of the model checking problem, |
| by Florent Madelaine and Malika More| . . .. ... ... ... 66
|C.S. Peirce’s Logic of Relations: Graph-theoretical and Surtace- |
| theoretical Models, by William James McCurdy| . . . . . . .. 70
IWittgenstein’s Logic, by Giovanni Mion & Erik Thomsen|. . . . . . 74
|[Reasoning on data: the ontology-mediated query answering |
| problem, by Marie-Laure Mugnier|{. . . . . ... ... ... ... 76
|Logic and Computer Programming, by Mykola Nikitchenko| . ... 79
|Analogical Reasoning, by Henri Prade] . . . . ... ... ... .. .. 81
[MMT — Meta-Meta-Theory and/or Tool: A Framework [
| for Defining and Implementing Logics, by Florian Rabe|. . . . 84
|Logic-based reasoning for information integration |
| and data linkage, by Marie-Christine Rousset|. . . . . ... .. 85
[Louis Couturat (1868-1914): Early symbolic logic and the dream |
| of a characteristica universalis, by Oliver Schlaudt|. . . . . . . 87
|Logic and Religion, by Ricardo Silvestrel . . . . . .. ... ... ... 89
[Tractarian Logic and Semantic Technologies, |
| by Erik Thomsen and Giovanni Mion|. . . . .. ... ... ... 92

|On Logical Modeling of the Information Fusion, by Jerzy Tomasikl 95
[Mathematics and Logic in Ancient Greece, by loannis Vandoulakis| 97
[Natural language argument, the fallacies and p-logic |

| by Frank Zenker| . . . ... . ... o 103
[Introduction to Unified Logic, by Xunwei Zhou . . . . . ... .. .. 106
9 _Poster Session for Students| 107
[The Logic of Public Debates, by Antsa Nasandratra Nirina Avo, |
[ Solo Randriamahaleo & Jean Sallantinl . . . ... ... ... .. 107

iv



Contents

|Faithtul Semantical Embedding of Dyadic Deontic Logic E |
| in HOL, by Christoph Benzmuller, Ali Farjami |

| & Xavier Parentl . . . ... .. ... 108
[Some logical and algebraic aspects of Coo-rings, |
| by Jean Cerqueira Berni & Hugo Luiz Mariano|. . . . . . . .. 108
[The Possibility Implies the Necessity: Godel’s Proof |
| for the Existence ot God, by Kyle Bryant| . . . . ... ... .. 108
|A paraconsistent approach to da Costa’s deontic logic: beyond |
| contradictions and triviality, by Gregory Carneiro| . . . . . . . 108
|An Abstract Approach to Algebraizable Logics with Quantifiers, |
| by Caio de Andrade Mendes & Hugo Luiz Mariano| . . . . . . 109
|Efhicient Protocols for Privacy and Integrity in the Cloud, |
| by Anca Nitulescul . . . .. .. ... ... ... . 109

[Multirings, Quadratic Forms and Functors: Relationship between |
| axiomatizations on quadratic forms, |
| by Kaique Matias de Andrade Roberto & Hugo Luiz Mariano|l 109

10 ; Why, what, when, where and how to publish?| 111
(III' 6th World Congress on Universal Logic| 113
|11 Opening Ceremony of the 6th World Congress |
| on Universal Logic| 115
12 Secret Speaker| 117
|13 Talks of Keynote Speakers| 119

|Argument-based logics, by Leila Amgoud| . ... ... ... ..... 119

IMaterial exclusion, contradictions and other oppositions, |
| by Jonas R. Becker Arenhart|. . . .. ... ... ......... 120

|Analogies in Civil Law, by Matthias Armgardt| . . . . ... ... .. 121

|Exploring the internal language of toposes, by Ingo Blechschmidt| . 121
|Peircean logic as semiotic and biosemiotics as transdisciplinary |

| framework, by Sgren Brier| . . . ... .. ... 0L 122
|A categorical presentation of probabilistic logic, by Pierre Cartier|. 123
|Quantum Theory for Kids, by Bob Coeckel. . . . . . ... ... ... 124
|A unified view of some formalisms handling incomplete |

| and inconsistent information, by Didier Dubois|. . . . . . . .. 125




Handbook of the 6th World Congress and School on Universal Logic

Importance of distinction of levels in a logical discourse: |
| an 1nvestigation from the perspective of a theory |

| of graded consequence, by Soma Duttal. . . . . ... ... ... 126
|[Kripke and Lukasiewicz: A Synthesis, by Hartry Field|. . . . . . .. 128
|Logic construction and computability on algebraic abstract |

| structures, by Sergey Goncharov|. . . . . ... ... ... 129

[La question est précisément de I'age’ [Rousseau, Emilel: |
| Natural logic and the pre-history of modern psychology, |

| by Christopher Goodey| . . . . . ... ... ... ... ...... 131
[The Indispensability of Logic, by Ole Thomassen Hjortland| . . . . 132
|Category theory and its foundations: the role ot diagrams |

| and other “intuitive” material, by Ralt Kromer|. . . . . . . .. 133

|ICERES: automated deduction in proof theory, by Alexander Leitschl|l134
|Alternating truth in argumentative dispute resolution, |

| by Elena Lisanyuk| . . . . ... ... ... ... ... .. ..... 135
[Diagrammatic Reasoning in Peirce and Frege, by Danielle Macbeth| 137
|A New Perspective for Relevance Logic, by David Makinson| . . . . 138

|[Jan Lukasiewicz: his many-valued logic, by Grzegorz Malinowski| . 138
|Contradiction, triviality, inconsistency toleration |
| and other misunderstandings in the empirical sciences, |

| by Maria del Rosario Martinez-Ordaz{ . . ... ... ... ... 139
|[Foundational Issues: Still Meaningful, by David McGoveran| . . . . 142
[Three Probabilistic Generalizations of Deducibility. |

| by David Miller|. . . . ... . ... .. 143
[Lewis Carroll’s seven charts (and many others), [

| by Amirouche Moktefdf . . . . . .. ... .. oo 145
[Tones and Chords: Fuzzy and Intuitionistic Approaches |

| to Musical Elementhood, by Thomas Noll| . . . ... ... ... 146
|Formalizing Umwelts, by Rohit Parikh| . . . . ... ... ... .. .. 147
|Capturing Consequence, by Alexander Paseau| . .. ... ... ... 149
[David Hilbert’s Early Logical Notation, by Volker Peckhaus| . . . . 149
[Diagrammatic quantum reasoning, by Simon Perdrix| . .. ... .. 151
|To Peirce Hintikka’s Thoughts, by Ahti-Veikko Pietarinen| . . . . . 152
|Grounding as meta-linguistic relation: grounding rules |

| for implication, by Francesca Poggiolesy) . . . .. ... ... .. 153

|A Compendium for Positive Logic, by Bruno Poizat| . . . . . . 154
|[Decolonizing “Natural Logic”, by Scott L. Pratt] . . . ... ... .. 156

[It Was So Revolting I Couldn’t Take my Eyes Oft It, |

| by Graham Priest| . . . ... ... ... . ... .. 0. 158

vi



Contents

|General principles for the design of logical notations,

| by Dirk Schlimm| . . . ... ... ... ... ... ... ... ... 158
|[Place and Value of Logic at Louis Couturat |

| by Anne-Francoise Schmid| . . . .. ... ... ... ... ..., 159
[[ll-Defined Attitudes, by Roy Sorensen| . . . . ... ... ... .... 160
[The Validity of Validity, by Goran Sundholm| . . . . ... ... ... 161
[The Ace of the Second Generation of the Lvov-Warsaw School, |

| by Kordula Swietorzeckal . . . . .. ... 162
[Abstract Agent Argumentation (Triple-A), by Leon van der Torre, |

| Ryuta Arisaka & Ken Satoh| . . . ... ... .. ... .. .... 163
|The logic of causation, by Sander Ujjlen| . . . . . . ... .. ... .. 164
[Polish Contributions to Universal Logic, by Jan Wolenski|. . . . . . 165
|On the Formal Evolution of Islamic Juridical Dialectic, |

| by Walter Edward Young| . . . . . ... ... ... .. ...... 166
|[Paraconsistency: Theory and Practice, by Anna Zamansky|. . . . . 167
{14 Workshops| 169
|Logical Geometry and its Applications| ... .. ... ... .. 169
|[Logical Oppositions in Avicenna’s Hypothetical Logic |

| by Saloua Chattl] . ... ... ... ............ 171
|On the Interaction of Tense and Aspect — Merging Kites, |

| by Dany Jaspers|. . . . .. ... ... ... ... 172
[Squares, Cubes and Circles. Sketches of Oppositional |

| Geometry between Geulincx and De Morgan, |
| by Jens Lemanski| . . .. ... ... ... 174
|End of the square?, by Fabien Schangl . . ... ... ... ... 176
|Category Theory and Logical Geometry — Is a commutative |

| diagram an Aristotelian diagram?, by Daniel Wengz| . . 177
|[Practices of Writing and Reading in Logic| . . . . .. ... .. 179
|[Logic as Subject and Method of a Logician’s Work, |

| by Moritz Cordes| . . . . ... ... ... ... ...... 180
|Writing and Drawing in Logic — the Case of Aristotelian |

| Diagrams, by Lorenz Demey|. . . . . ... ... ... .. 181
[Teaching Begriffsschrift: Frege’s Notation and the Problems |

| of Pedagogy, by David Dunning|. . . . .. ... ... .. 183
|Practices of Writing and Reading in Logic: the 14th Century |

| case of Thomas Manlevelt, by Alfred van der Helm| . . 184
INote on Paul Hertz and the Origins of the Sequent-Notation, |

| by Javier Legris| . . . . .. ... .. ... 186

vii



Handbook of the 6th World Congress and School on Universal Logic

[Iruth-tables and Tautologies in Early Logical Empiricism:

| Hans Hahn as a Pioneer ot Logical Pluralism,

| by Alexander Linsbichler|. . . . . ... ... ... .. .. 187
|On the Notation of Fred Sommers’ Traditional Formal Logic, |
| by Daniel Lovsted| . . . . .. ... ... ... ... .... 189

[Truth Tables without Truth Values

| On 4.27 and 4.42 ot Wittgenstein’s Tractatus,

| by Tabea Rohr|. . . . ... ... ... ... .. ..... 190
roo EOTY[ . « v o e 192
[Tomographs for Substructural Display Logic, |

| by Michael Arndt| . . . ... ... ... ... ... ..... 193
[The Existence of Pure Proofs, by René Gazzary. . . . . .. .. 194
|Extensions of Non-Monotonic and Non-Transitive Atomic Bases, |

| by Uf Hlobil] . . . ... ... ... ... ... ....... 195

[Distributive Deductive Systems:

| the case of the First-Order Logic,
| by Dorota Leszczynska-Jasion & Szymon Chlebowski|. 197

IRemarks on Sequent Calculus, by Enrico Moriconi|. . . . . . . 198

[The mathematics of derivability, |

| by Gerard R. Renardel de Lavalette] . . . . . ... ... 200
|[From Syntactic Proofs to Combinatorial Proots, |

| by Lutz Straliburger] . .. ... ... ... ... .... 202
[Logic and Music| . . . ... ... ... o 204
|Outside-in or inside-out? A logic for human sensory system, |

| by Gaetano Albergo|. . . . ... ... ... 205
|Inferentialism and Music: the Art of Implication |

| and Negation, by Vojtéch Kolman| . . . . . .. ... .. 207

[Musical Activity as the Basis for the Evolution of Joint

| Intentionality and Nonlinear Grammar,

| by Andrius Jonas Kulikauskas|. . . ... ... ... ... 208
|[Listening and Reading: Temporalities of Musical Performance |

| and Notation, by Giulia Lorenzi| . ... ... ... ... 210
I[s there any logic of harmony?, by Ingolt Max| . ... ... .. 211
[Musical Pertormance: a Composition ot Monads |

| by Nick Rossiter & Michael Heather| . . . . . . ... .. 212
[The Logic of Social Practices| . . . ... ... ... ........ 214

|A Computable Model of Amartya Sen’s Social Choice

| Function in the Framework of Category Theory Logic,

| by Gianfranco Basti, Antonio Capolupo

| & Giuseppe Vitiello] . . . ... ..o 0o 215

viii



Contents

|[Rituals as “Social Habits”, by Raftaela Giovagnoli|. . . . . .. 217
|Collective Phronesis? An investigation of collective

judgement and professional knowledge,

by Jonna Lappalainen & KEva Schwarz{. . . . ... ... 219

IBridging Habits and Cognition: Interence and Category

Learning through Neural-Dynamic Logic,

by Robert Lowe| . . . . . .. ... ... ... ... .... 220
[Moral Bubbles in action: The Logic of Cognitive |
Autoimmunity, by Lorenzo Magnani| . . . ... ... .. 221
|[John Searle as Practice Theoretician, by Joel Patomaki|. . . . 222
|Polarization Dynamics in the Age of Social Media, |
by Fabiana Zollo|. . . . .. ... ... ... 223

[The Logic of preferences and a settlement of conflicts (based

on the modeling of the Nagorno-Karabakh conflict),

by Suren Zolyan| . . . . .. ... ... ... 224

[Model Theory] . . ... ... ... ... . . . .. .. ......... 226
|Unification in linear multi-modal logic of knowledge |

and non-transitive time, by Stepan I. Bashmakov| . . . 227
|Computable Modal Algebras and Contact Algebras |

by Nikolay Bazhenov| . . . . ... ... ... .. .... 229

[Syntactic and Semantic Presentations ot Scientific Theories

i Abstract Model Theory, by Maria Dimarogkona,

Petros Stefaneas & Nicola Angius| . . ... .. .. ... 230

|On almost deterministic algebras of binary isolating formulas

for polygonometrical theories,

by Dmitry Emelyanov & Sergey Sudoplatov] . . . . . . 231
|Pregeometry on subsets of fragment of Jonsson set, |
by Maira Kassymetova & Aibat Yeshkeyev| . . . . . .. 232

|On definable sets in generic structures,

by Yiannis Kiouvrekis, Petros Stefaneas

& Sergey Sudoplatov] . .. ..o oo 233
|On lattices in generative classes, by Yiannis Kiouvrekis, |
Petros Stefaneas & Sergey Sudoplatov|. . . . . ... .. 235

|[Preserving properties at expansions of models

of ordered theories by unary predicates,

by Beibut Sh. Kulpeshov & Sayan Baizhanov| . . . . . 236

[The complexity of quasivariety lattices, by Svetlana Lutsakl . 237
|A definition to the concept of a model-theoretic property

with applications to the expressive power of first-order

logic, by Mikhail G. Peretyat’kin| . . . . ... ... ... 239

ix



Handbook of the 6th World Congress and School on Universal Logic

\ R a ma [ Sihvaret r Tecnm |
| varieties, by Aleksandr Pinus| . . . .. ... ... .. .. 240
[Axiomatizability of the class of subdirectly irreducible acts |
| over a group, by Alena Stepanova & Denis Ptakhov| . 240
|On e-spectra for families of theories ot Abelian groups, |

| by Sergey Sudoplatov & Inessa Pavlyuk{. . . . .. ... 242
|[Transtormation and Categoricity Spectrum, |

| by Jamalbek A. Tussupov| . . . . ... ... ... .... 243
[The nonforking notion for Jonsson sets, |

| by Olga Ulbrikht & Aibat Yeshkeyev| . . ... ... .. 244
[Similarity ot definable closures of Jonsson sets, |

| by Gulzhan Urken & Aibat Yeshkeyev|. . . . . ... .. 246
[Dimension, ranks and their applications to algebraic |

| structures, by Viktor Verbovskiy| . . . .. ... ... .. 247
[Strong decidability of the classification over Gl, |

| by Veta F. Yun & Larisa L. Maksimova) . . . . ... .. 248
|[Logical Correctness|. . . . . .. ... ... ... ........... 249

|Computational Hermeneutics: Using Computers to Interpret |
| Philosophical Arguments, |

| by David Fuenmayor and Christoph Benzmuller|. . . . 250
|[Logical Instrumentalism and Linear Logic, |

| by Teresa Kouri Kissel| . . . . ... ... ... .. .... 252
|[Evidence and selt-evidence in the foundations of logic, |

| by Srecko Kovac| . . .. .. ... ... .. L. 253
[[dentitying Logical Evidence, by Ben Martin| . . . . ... ... 254
[Around Peircel . . .. ... ... .. ..o 257

|A dinner with Charley, by Gaetano Albergo|. . . . . ... ... 258

|[Peirce and distributivity, by Rodolfo C. Ertola Biraben|. . . . 259

|Peirce on the Identity of Truth and Reality, |

| by Joshua David Blackf{ . . . ... ... ... ... .... 260

|[Logical Consequence in the Diagrammatic System of Assertive |
| Graphs, by Daniele Chithi & Ahti-Veikko Pietarinen| . 262
|A Generic Figures Reconstruction of Peirce’s Existential Graphs |
| (Alpha), by Jonathan Gangle & Gianluca Caterinal . . 263
|A Peircean Logic of Operations, by William James McCurdy| 265
|[Frege and Peirce on the signs ot generality, |

| by Ahti-Veikko Pietarinen & Francesco Belluccy . . . . 266
|G. Boole, A. De Morgan and C.S. Peirce at the birth |

| of symbolic logic, by Cassiano Terra Rodrigues| . . . . 268
[The Lvov-Warsaw School: Past, Present and Futurel . . . . 270




Contents

IMethodological peculiarities of the Lvov-Warsaw School, |

by Marcin Bedkowski, Anna Brozek, Alicja Chybinska, |

Stepan Ivanyk & Dominik Traczykowski| . .. ... .. 272
|On Ludwik Borkowski’s philosophico-logical views, |
by Bozena Czernecka-Rejl . ... ... ... ... .... 273
|[Free Ontology as the logic for reism, by Jan Czerniawski . . . 274

[From Aristotle to Lvov-Warsaw School, by Angel Garrido| . . 275
|[Jan Lukasiewicz and Many-Valued Logic, by Angel Garrido| . 278
|On Grzegorczyk’s Logics of Descriptions and Descriptive |

Equivalences, by Joanna Golinska-Pilarek |

& Taneli Huuskonenl . . . . . . . . ... oo L. 280
|On the Notion of Independence, by Joanna Grygiel| . . . . .. 281
Dtanistaw Jaskowskl and the first textbook based on Natural |
Deduction, by Andrzej Indrzejczakl . . . . . . ... ... 282
[Methodological aspects of research on the Ukrainian branch |
of the Lvov-Warsaw School, by Stepan Ivanyk| . . . . . 283
|Polish trends in the logic of questions, |
by Dorota Leszczynska-Jasion|. . . . . .. ... ... .. 284
|Ontology of logic and mathematics in the Lvov-Warsaw School, |
by Roman Murawski] . . . ... ... ... ... .... 285
[The application of Cz. Lejewski’s Chronology in determining |
mereological genidentity, by Marek Porwolik| . . . . . . 286
|Lvov-Warsaw School and the Artificial Intelligence, |
by Dariusz Surowik| . . . . ... ... . 0oL 287
[The Axiom of Choice and the Road Paved by Sierpinski, |
by Valérie Lynn Therrien| . ... ... ... ... .... 288
[Jerzy Los” Juvenilia, |
by Marcin Tkaczyk & Anna Maria Karczewskal . . . . 289

|Abstraction principles via Lesniewskian definitions: |

potential infinity and arithmetic, by Rafat Urbaniak| . 290

[Jerzy Stupecki and the Consequence Operation, |

by Jan Wolenski| . . . . ... ... ... ... 291

|The Rasiowa-Pawlak School: From Algebra of Logic |

to Algebra of Data (and Back), by Marcin Wolski[. . . 292

[The Lvov-Warsaw School and Indian Logic, by Piedad Yuste] 293
[How to reply today to the issues raised by Kazimierz |

Twardowski in his Images and Concepts (1898)7, |

by Urszula M. Zeglen| . . . . .. ... ... ........ 294

|[Reflections on Paraconsistency| . . . .. ... ........... 295

xi



Handbook of the 6th World Congress and School on Universal Logic

[(De)motivating Gluts, by Jonas R. Becker Arenhart

[ & Fderson Safra Melo| . ... ... ... 0 . 297
[The Role of Paraconsistency in Scientific Change, |

| by Hakob Barseghyan|. . . . ... ... ... ... .... 298
|A paraconsistent approach to da Costa’s deontic logic: |

| beyond contradictions and triviality, |
| by Gregory Carneiro| . . . . .. .. ... ......... 299
|On the Possibility of Dialetheic Metaphysics, |

| by Ebubekir Muhammed Deniz{. . . . .. ... ... .. 300
|Paradoxes, Hypodoxes, Hypodox-paradox duality |

| and Hypodoxical Paradoxes, by Peter Eldridge-Smith| 301
|[What is a Contradiction?, by Ben Martin| . . . . . . ... ... 302

[How to Compose Programs in Belnapian Dynamic Logic?, |

| by Manuel A. Martins & Diana Costal . . . . . ... .. 305
|Paraconsistency meets refutation: a case of maximality, |

| by Adam ITrybus|. . . . ... ... ... ... ... ... 306
|[Reasoning about Complexity Needs Reflections |

| on Paraconsistency, by Max Urchs| . . . . ... ... .. 308
|On the Possibility of Metaphysical Dialetheism, |

| by Katherine Valde| . . . . .. .. ... ... .. .... 309
|Logic, Probability and their Generalizations|. . . . . ... .. 311

I[s there any really autonomous proot for the non-existence ot

| probabilistic inductive support?, by Maira Bittencourt| 312

|A generalization of Popper’s probability theory,

| by Juliana Bueno-Soler|. . . . . . ... ... ... .... 313
|Paraconsistent autonomous probabilities, by Walter Carniellil 314
|[Probability Valuations, by Joachim Mueller-Theys|. . . . . . . 316
|On the universality of the probability concepts, |

| by Vladimir Reznikov|. . . .. .. ... ... ... .. .. 317
|Paraconsistency, evidence and probability, by Abilio Rodrigues |

[ & Walter Carniellal. . . . . . . .. . .o o oL 318
|[Logical Modalities in Statistical Models, |

| by Julio Michael Stern, Luis Gustavo Esteves, |

[ Rafael Izbicki & Rafael Bassi Sternl . .. ... ... .. 319

|Logic for Dynamic Real-World Information| . . . .. ... .. 321
[Impacts ot Statistical Learning Theory for Enterprise |

| doftware, by Erik Marcade|. . . . . . ... ... L. 325
|[Datalog access to real-world web services, |

| by John Samuel & Christophe Rey|. . . . . .. ... .. 326

xii



Contents

[Singular reference, dynamic thoughts and spatial |

representation, by Carlos Mario Marquez Sosal . . . . . 327

[Smart, Sentient and Connected: 'Irends and Directions in |

Information-Driven Applications, by David Stodder|. . 328

|[Logic-Grounded Ontological Fusion of Sensor Data |

and Natural Language, by Erik Thomsen| . . . . . . .. 329

[A Universal (?) Framework for Representing Knowledge about |

Real World Phenomena, by Uwe Wolter |

& Cyril Pshenichny| . . . .. ... ..o 0. 330

[Naming Logics II| . . ... .. ... ... .. ... .......... 332
lIn which sense symbolic logic 1s symbolic?, |

by Jean-Yves Beziau| . . ... ... ... ... ... .. 333

|In which sense informal logic is informal?, by Vedat Kamer| . 334

{[s logic a theory of symbolization?, by Arnaud Plagnol| . . . . 335
|[Logic, Philosophy and Philosophical Logic, |

by Ricardo Silvestre|. . . . ... ... ... ... ... 336

|Logics and Metalogics| . . . . . ... ... ... ........... 337
[Society semantics and meta-levels of many-valued logic, |

by Walter Carnielli] . . . . ... ... ... ........ 339

[Dialetheic Validity, by Graham Priest| . . ... ... ... ... 339

|[Formalizing Ontological Disputes of the Systems |

in Metaphysics by Augmenting First Order |

(Quantificational Logic: A Meta-logical Inquiry. |

by Jolly Thomas|. . . . . ... ... ... ... .... 340

[Sociology and Anthropology of Logic: Past and Present|. . 342
|Pathologies of rationalities and embodied logic: Malebranche’s |

conception of Madness as a case study, |

by Delphine Antoine-Mahut| . . . . ... ... ... ... 344
[Later Wittgenstein: Logic, Necessity and Social Practice, |
by Sorin Bangu| . . ... ... .. ... ... ..., 345
[Anthropology and Sociology of Logic as a Norm in the Middle |
Ages, by Julie Brumberg-Chaumont| . . . . . ... ... 347
[The Grammar of Conflict, by Kevin M. Cahilll . . . ... ... 347
|Hegel on the Naturalness of Logic, by Elena Ficara] . . . . .. 349
|Pathology of logical thought: Paranoia as a case study, |
by Samuel Lézél . . . ... ... ... 350

|[Analyzing the Logic of the Unconscious. Notes on the Work |

of Ignacio Matte Blanco and its Ramifications, |

by Andreas Mayer|. . . . .. ... ... ... ... 350

xiii



Handbook of the 6th World Congress and School on Universal Logic

|Learning Logic in a Department ot Philosophy: |

| An Ethnographical Account, by Claude Rosental| . . . 351
|[When Science Is and Isn’t Paraconsistent, |

| by Gregory Rupik & Hakob Barseghyan|. . . . . .. .. 352
|[Logic-in-Action? AlphaGo, Surprise Move 37 and Interaction |

| Analysis, by Philippe Sormani| . . ... ... ... ... 353
|Hintikka’s Logical Thought| .. ... .. ... .. ......... 355
|World Lines Semantics and the Contingent A Priors, |

| by Matthieu Fontaine|. . . . . . . ... ... ... .... 356

[Tableau Approach to Epistemic Logic Based on Relating |
| Logics, by Krzysztot Krawczyk & Tomasz Jarmuzek| . 358
|IDialogues and Strategies in Aristotle’s Logic: Furthering Hin- |

| tikka’s Insights, by Zoe McConaughey|. . . . . . .. .. 359
|[Hintikka on the “Kant-Frege view”: A critical assessment, |

| by Giovanni Mion| . . . . . ... ... ... ... ..... 360
|Logic for Children|. . . . . .. .. ... ... ... ... . ..., 361

|Community of Philosophical Inquiry, by Anne Brel Cloutier| . 363
|Visualization as Restructuring and thus a Source ot Logical |

| Paradox, by Andrius Jonas Kulikauskas|. . . . . .. .. 364
|[Elementary introduction to pasting, |

| by Fernando Lucatelli Nunes| . ... ... ... ..... 366
[Subjectivism and inferential reasoning on teaching practice, |

| by Laura Rifo| . . . ... ... ... ... ... ... 367
|Categories and Logic| . . . . ... ... .. ... .. ......... 368
|Proot Diagrams as Concurrent Syntax for Sequent Calculi, |

| by Matteo Acclavio| . . . . ... ... . 0oL 369
|k-filter pairs and non-finitary logics, by Peter Arndt, |

| Hugo Luiz Mariano & Darllan Conceicao Pinto| . . . . 371

IBeyond the categorial forms of the Axiom of Choice, |
| by Andreas B.M. Brunner, Darllan Conceicao Pinto, |

| Hugo Luiz Mariano & Samuel G. da Silva] . . . .. .. 372
IBoole-Weyl Algebras in a Categorical Context, |
| by Ratael Diaz| . . ... ... ... ... ... . ..., 373
|Logical rules are fractions, by Dominique Duval| . . . . .. .. 374
IMakkai duality, descent and definability, by Jesse Han| . . . . 375
|[Fibrations of contexts beget fibrations of toposes, |
| by Sina Hazratpour| . . . . .. ... ... .. ... .... 375

|An Abstract Approach to Algebraizable Logics |
| with Quantifiers, by Caio de Andrade Mendes |
| & Hugo Luiz Mariano| . . . ... ... ... ... .... 376

Xiv



Contents

[Interchangeable formulas and categories ot logics,

by Francisco Antonio Vibrentis

& José Luis Castiglioni| . . . . .. ... ... ... ... 377
[Differential Geometry in Modal Type Theory, |
by Felix Wellen| . . .. ... ... ... ..., .... 379

|[A Pierce representation theorem for varieties with BFC, |
by William Zuluagal . . . . ... ... ... ... .... 379
|Logic, Law and Legal Reasoning| . . . . ... ... ........ 381
|The Interaction ot Logic and Jurisprudence in the Islamic |
Tradition: A Genealogy of a Long-Lasting |
Antagonism, by Zidani Farid| . . ... ... ... .. .. 382
|Ludics for modelling the role of a judge during legal debates, |
by Christophe Fouqueré & Myriam Quatrini| . . . . . . 383
[Textual Discourse Analysis: Towards an Illocutionary- |
Argumentative Model for the International Legal |
Discourse, by Halis A.N. Franca] . . ... ... ... .. 384

[Abu Ishaq al-Shirazi’s System of Co-Relational Inferences |
by Indication, by Muhammad Igbal . . . ... ... .. 385

|A Dialogical Framework for Analogy in European Legal |
Reasoning, by Hans Christian Nordtveit Kvernenes|. . 386
|Vagueness in the Law and the Sorites Paradox, |
by Sébastien Lacroix| . . .. ... ... ... ... ..., 387
|Abductive Inference in Legal Reasoning: Reconceiving Res |
Ipsa Loquitur, by Douglas Lind|. . . . .. ... ... .. 389

[A Formal Analysis of (Human) Rights and (State) Duties, [
by Réka Markovich| . . .. ... ... ... 000 390
|Cohen’s Criticisms of the Use of Probability in the Law, |
by David Miller| . . . ... ... ... ... ... ..... 392
|[Judgement based on chance in legal ties, |
by Hesam Mohamadi . . .. ... ... ... ... .... 394
[Narrations in judiciary tact-finding and the difficulty about |
conjunction, by Ratat Urbaniakl . . . ... ... ... .. 395

|Coping with inconsistencies in legal reasoning, by Max Urchs| 397
|Logic and Physics| . . . . . ... ... o oo 398
[From Quantum to Cognition, by Bob Coecke| . . . . . . . . .. 399
[Theory of Forms: a reconstruction ot ancient metaphysics |
applied to the logical foundations of modern physics, |

by Douglas Moore|. . . . . ... ... ... 399

|[Eigenlogic, by Zeno Toffano| . . . ... ... ... ... ..... 401

XV



Handbook of the 6th World Congress and School on Universal Logic

|[A Categorical Reconstruction of Quantum Theory,

[ by Sean Tulll . . ... ... ... ..., 403
[Negations and Truth-perspectives pertaining to Qudit based |

| Multi-valued Quantum Computational Logics, |
| by Ranjith Venkatrama, Roberto Giuntini |
| & Giuseppe Sergioli| . . . ... oL 405
[15 Sessionsl 407
Mniversall . . . . . . . oo 407

|[Logics as models versus logics as proposals, by Pavel Arazim| 407

|Preservationist Consequence and Logical Pluralism,

by Bryson Brown| . .. ... ... ... ..., ... 408

|Universal Logic : Logic of the Universal, by Laurent Duboisl. 410
|Characterizing Context-Independent Logical Notions Among |

| the Context-Dependent Ones. The Case of |
| Quantifiers and Inferences, by Stanistaw Krajewski| . . 411
[Intensionality as a unifier: Logic, Language and Philosophy, |

| by Maria Manzano, Manuel A. Martins |
[ & Manuel C, Morenaol . . . ... ... ... .. ..... 413
[Modular analysis of Hilbert calculi, by Sérgio Marcelino |

| & Carlos Caleirol. . . . . .. .. .. . 415
[Semantics for combined Hilbert calculi, by Sérgio Marcelino |

| & Carlos Caleirol. . . . . ... ... .. 416
|On Dissent Pluralism and Paradigm-shitts trom plural |

| perspectives, by Tony Marmo| . . . . .. ... .. ... 417
|Disjunctive and conjunctive multiple-conclusion consequence |

| relations, by Marek Nowak| . . .. ... ... ... .. 418
IS5 1s a semi-bivalent logic, and so is classical logic, |

| by Fabien Schang| . . . .. ... ..., 419
[Internal Logic of the H-B topos and Universal Metalogic, |

| by Vladimir L.. Vasyukov|. . . . . ... ... ... ... 421
[Tarski: Logical Concepts as Invariants, by Jan Wolenski| . . . 422

Modall . ... ... ... . . . 424
|[Polynomial Semantics for Normal Modal Logics, |

| by Juan C. Agudelo-Agudelo| . . . .. ... ... ... 424
[Divided modality for Ockhamists, by Jacob Archambault|. . . 425
[Hypersequential Argumentation Frameworks: |

| An Instantiation in the Modal Logic Sb, |
| by AnneMarie Borg and Ofer Arielif . . .. ... ... 426

xvi



Contents

[Intensional: what it is about?, by Antonia Huertas

Maria Manzano & Manuel C, Morenol . . . . . ... .. 427
[Topology and Measure in Logics for Point-free Space, |
by Tamar Lando|. . . . . ... ... ... ... ...... 428

[Moving from the Opposition of Normal and Non-Normal Modal

Logics to Universal Logic: Synthesizing T, 54, Tr,

Verum and Falsum systems by the Square and Hexagon,

by Vladimir Lobovikov| . . . . .. ... ... ... .... 430
[The Logic of Change LC enriched by Leibnizian modalities, |
by Marcin Lyczak| . . . . ... ... ... . . ... 431

|Correctness and Strong Completeness for Logic of Time and

Knowledge, by Bojan Marinkovi¢, Zoran Ognjanovic¢

& Paola Glavanl . ... ... ... ... ... ... 432

[Modal logics obtained by means of Jaskowski’s model

of discussion, by Marek Nasieniewski,

Krystyna Mruczek-Nasieniewska

& Andrzej Pietruszczakl . ... ... ... ... ... .. 433
|A Modal Logics Framework for the Modeling of Human |
Reasoning, by Serge Robert| . . . . ... ... ... ... 435

IModal approach to region-based theories of space:

undecidability of modal definability, by Tinko Tinchev| 436

|On the modal and first-order definability, by Tinko Tinchev

& Philippe Balbiani|. . . . . ... ... . 0000 437

INon-Classical Logics| . . . . .. ... ... ... .. ... .... 439
[Abduction for Reconstructing Proto-Languages,

by Cristina Barés Gémez, Angel Nepomuceno-Ferndndez

& Francisco Salguero| . . . . ... ... 439
[Nonmonotonic Reasoning, Context-Sensitivity |
and Indexicals, by Ana Cholodovskis| . .. .. ... .. 441
|Universal Logic and Generalized Probability Theory, |
by Huacan He & Yanquan Zhou| . .. .. ... ... .. 443
[The Syllogistic System: A Paraconsistent Logic Model |
for Human Reasoning, by Bora Kumova] . .. ... .. 444

|[A Probabilistic Interpretation for an Intuitionistic Sequent

Predicate Calculus with Strong Negation,

by Francois Lepagel . . . . ... ... ... ... ... 446
|A basic dual intuitionistic logic, by José M. Meéndez, |
Gemma Robles & Francisco Saltol . . .. ... ... .. 447

[Many-Valued Decision Logic for Rough Sets,

by Yotaro Nakayama, Seiki Akama & Tetsuya Muraiy . 448

xvil



Handbook of the 6th World Congress and School on Universal Logic

|On a correspondence of positive and negative modalities

on the basis of some non-normal logics,

by Marek Nasieniewski

& Krystyna Mruczek-Nasieniewskal. . . . . ... .. .. 450

|[Fuzzy Logic and Communication in a Social Context, |
by Rohit Parikhl . . .. ... ... ... ... ... ..., 451
[Investigations on the axiomatic presentation |
of ALC Description Logic and its formalization |

in Lean, by Alexandre Rademaker, Edward Hermann |
Haeusler & Fabricio Chalubl . . ... .. ... ... ... 453
|Expansions of relevance logics with a quasi-Boolean negation |
of intuitionistic character, by Gemma Robles|. . . . . . 455

|A pluralist account of relevant implication and a sequent cal- |
culus for classical logic’s version, by Peter Verdée| . . . 456
[S-shape Transconsistent Logic System, |
by Jincheng Zhang & Yanquan Zhou| . .. .. ... .. 457
[Universal M-Valued logic, by Tihomir Zili¢, Mario Essert, |
Ivana Kuzmanovic¢, & Juraj Beni¢| . . . . ... ... .. 458
|[Argumentation| . . . . ... ... ... .. L L 460
|Abduction in Unconceded-Preserving Dialogues, |
by Matthieu Fontaine & Cristina Barés Gémez| . . . . 460
|Analytic Tableaux for Argumentation Frameworks, |
by Fernando Tohmé & Gustavo Adrian Bodanzal . . . 461

|How not to aggregate reasons, by Frank Zenker| . . ... ... 463
|[Language and Semiotics|. . . . ... ... ... ... ... ... .. 465
[How Combinatory Logic can be used to formalize meanings, |
by Jean-Pierre Desclés| . . . .. ... ... ... .... 465

[I'he Structural Unconcious: the Logic of Differences, |
by Ricardo Jardim| . ... ... ... .. ..., .... 466

[A Structural Semiotic Study of How We Use Variables |
in Math and Logic, by Andrius Jonas Kulikauskas| . . 468

[The origin of semantics in formal languages, |
by Victor Aranda Utrero|. . . . . ... ... ... .... 469
IBilingual Logic Based on the Scientific Method System, |
by Xiaohui Zou & Shunpeng Zou|. . . . . ... ... .. 470
[Tools and Results| . . ... ... ... ... ... ......... 473
|IA second order propositional logic with subtyping, |
by Nino Guallart| . . ... ... ... ... ...... 473

xviii



Contents

[T'he generalized probability theory and intelligent

information processing, by Huacan He

Xix

& Yanquan Zhou| . . .. ... o000 474

[A Natural Deduction System for Lesniewski’s Protothetic, |
by Pierre Joray| . ... ... ... ... . ... 474
[Tableau Systems for Epistemic Interpretations of Jerzy Los’ |
R-Operator Logics, by Krzysztot Krawczyk |

& Tomasz Jarmuzekl . ... ... ... ... ... ... 476
|Comparing Classical and Relativistic Kinematics |
in First-Order Logic, by Koen Letever |

& Gergely Székely| . . . . .o oo 0oL 477

[I'ype Theory and the Theory ot Forms, by Goran Lojkic| . . . 478
|Coloring Venn Diagrams, by Raja Natarajan| . . . . ... ... 479
[Some mathematical approaches for defining the notion |
of quasi-topology, by Anca Christine Pascu, |

[ Jean-Pierre Desclés & Tsmail Biskrdl . . ... ... ... 480
|On Generalized Unified Boolean-Fregean Semantics, |
by Sergey Pavlov] . ... ... ... ... ..., ..., 481

[The Rule of Explicit Substitution into (Hyper)intensional [
Contexts, by Jiri Raclavskyl . . . . ... ... ... ... 482
[Embodiment of some Logical, Computable and Categorical |
Notions by a Logic ot Operators, |

by Benoit Sauzay & Gaell Guibert| . . . . . .. ... .. 483
[Nested Sequents, Focusing and Synthetic Connectives, |
by Lutz Strallburger] . .. ... ... ... ... .... 484

|On First-order Mereological Complementation, |
by Hsing-chien T'sail . . . . .. .. ... ... ... .... 486

phy| . . . . . . 488
[Philosophy, Art, Science, Economy (PHASE) of self |
and internal integrity, by Tal Dotan Ben-Soussan |

& Patrizio Paolettal . . ... ... ... ... ... .... 488

[[s Life Logical? Application of the Peirce-Lesniewski-Tarski |
Meta-Logics to the Organic Mathematics |

of the Perplexity of Natural Sorts and Kinds, |

by Jerry Chandler|. . . . . ... ... ... ... .... 489

|A Formal Representation of Reasoning for Chemistry, |
by Michele Friend| . . . . ... ... .. 0oL 494

|A Common Framework for the Empirical Sciences, |
by Mauricio Vieira Kritz| . . . ... ... ... ... ... 495



Handbook of the 6th World Congress and School on Universal Logic

[The Analytic and the Synthetic. From Homology

XX

to Heterology, by Sylvain Lavelle] . . . . . ... ... .. 496

[The logic of content and contentual understanding |
of sentences, by Piotr bukowski|. . . . . ... ... ... 498
[Stereology, by Nikolay Milkov| . . . .. ... .. ... ... ... 499
|What Philosophy of Logic are we Teaching?, |
by Elizabeth Olsen| . . . . .. ... ... .. ... .... 500

A Reply to Logical Revisionists: Strict Finitism, Feasibility |
and Structural Rules, by Fabrice Pataut| . .. ... .. 502

|On the Status of Questions in the Practice of Science |
by William Rawleigh| . . . ... ... ... ... .... 504
|Combinations of Interpretations in Universal Logical |
Hermeneutics, by Elena Shulgal . . . . .. ... ... .. 505
[Knowledge, Behavior, and Rationality |
by Todd Stambaugh & Rohit Parikhl. . . . . ... ... 506
|[Formal intensional semantics of Aczel applied to Bolzanian |
substantial metaphysics, |

by Kordula Swietorzeckal . . . . ... ... ... .. ... 507

|On the universality of the principle of determination, |
by Denis Vernant| . ... ... ... ... ......... 508

|[Logic does not distinguish any extralogical content, |
by Jan Wolenski| . . . . . ... ... ... ... ... ... 509
[Computation| . . . ... ... ... ... 510
[[s Classical Mathematics Appropriate for Theory |
of Computation?, by Farzad Didehvar|. . . .. ... .. 510
[Methodological Principles tor Program Logic Construction, |
by Vitalii Gavryluk and Mykola Nikitchenko|. . . . . . 511
[Luring’s Fallacy of Substitution, by Timm Lampert| . . . . . . 512
[Extending Classical Logic with Quasiary Predicates, |
by Mykola Nikitchenko & Stepan Shkilniak{. . . . . .. 513

|Direct Products on Computing Languages and Models: |
A preliminary, by Cyrus F. Nourani |

& Johannes Fahndrichl . ... ... ... ... ... ... 514

|[Rules versus Axioms: a Constructive View of Theories, |
by Andrei Rodin|. . . . . . ... ... 0oL 516
|[Hypercomputation and Philosophy ot Mathematics, |
by Krzysztot Wojtowicz| . . .. .. ... ... ... 517

|[A Universal Language for First-Order Constraints, |
by Uwe Wolter|. . . . ... ... ... ... ... ..... 518
................................... 521



Contents

|Logic Functions in the Philosophy of Al-Farabi,

by Abduljaleel Kadhim Alwalil . . ... ... ... ... 521
|A New Method of Demonstration for Aristotle’s Ontological |
Syllogistic, by Emre Arda Erdenk| . .. ... ... ... 522

IDoes the Metalogic that Underlies the Aristotelian Logic

Resemble what Timothy Williamson Calls

a “Folk Logic”?, by Stamatios Gerogiorgakis|. . . . . . 524
|[nterpretations of Chance within the Dialectic, |
by Paul M. Healey| . . ... ... ... ......... 526

|A justification for Aristotle’s Thesis on the basis of the law |
of non-contradiction, by Sara Ipakchi| . . ... ... .. 527

[The Principle of Excluded Middle in Kant, by Esma Kayar| . 528
|Eristic and the origin of logic, by Genevieve Lachance|. . . . . 529
[INondeterminism and Chinese Traditional Logic, |
by Yu Li & JianMing Zhou| . . .. ... ... ... ... 530
[Should Hegel’s theory ot the syllogism be included |
in the history of logic?, by Brian MacPherson| . . . . . 531
IRenaissance Analysis as a Solution to the Problem |
of Induction, by John Martin| . . . ... ... ... ... 533
|Alsteed’s Encyclopedy, by Ruxandra Irina Vulcan| . . . . . .. 533
[T'wo Syllogisms in the Mozi: Chinese Logic and Language, |
by Byeong-uk Yi|. . ... ... oo oo 0oL 534
|Algebra and Category| . . . . . ... ... ... ... ... ... 536
|A Constructive Proof ot Coherence Theorem for Symmetric |
Monoidal Category, by Matteo Acclavio|. . . . . . . .. 536

|[Filter pairs: A new way ot presenting logics, by Peter Arndt,

Ramon Jansana, Hugo Luiz Mariano

& Darllan Conceicao Pinto| . . .. ... ... ... ... 537

[Swap Structures and non-deterministic algebraization

of logics, by Aldo Figallo-Orellano, Marcelo Esteban

Coniglio & Ana Claudia Golzio| . . . . .. .. ... ... 538
|Analogies of meaning across logic and categories, |
by Gaell Guibert & Benoit Sauzay| . . . . ... ... .. 540

[Dual Logic Concepts based on Mathematical Morphology

in Stratified Institutions: Applications to Spatial

Reasoning, by Alexandre Goy, Marc Aiguier & Is-

abelle Blochl . .. ... ... ... ... . ... ... 541

|Categorical semantics for a variation of subjective logic,

by Nino Guallart & Angel Nepomuceno-Fernandez| . . 543

xx1



Handbook of the 6th World Congress and School on Universal Logic

|[Finite Strong Standard Completeness of [UL plus t < 1, |
| by Sandor Jenel . . .. ... L oo 545
|[Prime and maximal filters for the free algebra |
| in the subvariety of BL-algebras generated |
| by [0,1|mv ® H, by Noemi Lubomirsky, |

| Manuela Busaniche & José Luis Castiglioni|. . . . . . . 546
[On Two Mutually Inverse Isomorphisms between NEmHC |
| and NEK4.Grz, by Alexei Muravitsky] . . ... ... .. o047
|Visualizing Geometric Morphisms, by Eduardo Ochs| . . . . . 549

[Semantic Construction for Hilbert’s Category, |
| by Eleonoura Enoque da Silva, Giovanni Silva Queiroz |
| & Enoaldo Enoque da Silva) . . . . .. ..o 550

|Philosophy of Mathematics| . . ... ... ... .......... 551
|Universality and intersubjectivity of mathematical |

| constructions. Toward a dialogical reading of Brouwer’s |
| proof of the bar theorem, by Clément Lion| . . .. . .. 551

[Discovery in mathematics from a heuristic perspective: |
| the case of the calculus and its development, |

| by Giulia Miottl| . . . . .. ... ... .. ... .. .... 552
IWhat 1s Law?: the perception ot Category Theory, |

| by Nick Rossiter & Michael Heather| . . . . . . ... .. 553
[Structural investigation ot the categorial logic-geometrical |

| system, by Krzysztof Sleziﬁskil .............. 554
|Visual Images and Non-Deductive Rules in Mathematical |

| Discovery, by Irina Starikova] . . ... ... ... . ... 555
|Explanation and Existence in Mathematics, |

| by Krzysztot Wojtowicz| . . .. ... ... ... ... .. 556
116 Contest Logic Prizes| 559
|A prize of Logic in every country!|. . . . ... ... ... ... .. 560
|Logic Prizes around the world| . . ... ... ... ........ 561
INewton da Costa Logic Prize, in Brazil| . . ... ... .. ... 561
[Schotch-Jennings Logic Prize, in Canadal . . . ... ... ... 562
|Georgius Benignus Logic Prize, in Croatia). . . . ... ... .. 562
|Vasiliev Logic Prize, in Russial . . . . ... ... ... ...... 563

IBimal Krishna Matilal Logic Prize, in Indial. . . . . ... ... 563

ISILE'S Italian Logic Prize, in Italy| . . ... .. ... ... ... 564
|Aristotle Logic Prize, in Greece| . . . . . . .. ... ... .... 564

|Alfred Tarski Logic Prize, in Poland| . . . ... ... ... ... 564

|Louis Couturat Logic Prize, in France| . . . . . ... ... ... 565

xxii



Contents

[Talks of Contest Logic Prizes| . . . . ... ... ... ....... 566
INew logics for quantum non-individuals?, |

| by Jonas R. Becker Arenhart| . . . ... ... ... ... 566
|[Logics of variable inclusion and Plonka sums of matrices, |

| by Stefano Bonzio| . . . . . ... ... o oL 567
|On the modal logic of Jeffrey conditionalization, |

| by Zalan Gyenis| . . . . . ... ... L. 569

|Canonical Extensions and Kripke-Galois Semantics |
| for Non-Distributive Propositional Logics, |

| by Takis Hartonas|. . . ... ... ... ... ... .... 570
[FDE, £3, K3, RM3, LP: Making Many-Valued Logic Work, |
| by Allen P. Hazen & Francis Jefiry Pelletier| . . . . . . 570
|Abstract logical constants, by Tin Perkov| . . . . .. ... ... 571

INatural Deduction for Regular Three-Valued Logics |
| and their Four-Valued Analogues, |
| by Yaroslav Petrukhin| . . ... ... .. ... .. .... 573

[Developing Metalogic to Formalize Ontological Disputes |
| of the Systems in Metaphysics by Introducing |
| the Notion of Functionally Isomorphic Quantifiers, |

| by Jolly Thomas|. . . . . ... .. ... ... .. .... 574

|IA note on a description logic of concept and role typicality, |
| by Ivan Varzinczak| . . ... ... ... ... ... .... 575
(IV " Publishers, Sponsors and Partners| 577
17 Book Exhibition 579
|18 Sponsors and Partners| 581
Index of Authors| 583

xxiii



Part 1

Introduction






1

— Organizing, International Organizing
and Scientific Committees

Organizing Committee

Jean-Yves Beziau (Co-Chair), University of Brazil, Rio de Janeiro,
Brazil, and Ecole Normale Supérieure, Paris, France

Christophe Rey| (Co-Chair), LIMOS}CNRSf] Université Clermont-

Auvergne, France

Farouk Toumani, Director of LIMOS-CNRS, Université Clermont-
Auvergne, France

Olivier Cavagna, Vice-Director of Vichy Communauty, France
Genevieve Chervy, Vice-Director of Vichy University Centre, France

Stéphanie Lavigne-Masson, Technical Manager, Vichy Communauty,
France

Hélene Peybernes, ex-Vice-Director of Vichy University Centre, France

Béatrice Bourdieu, Séverine Miginiac, |Sébastien Salva, [Bruno Bachelet)
Nestor Koueya, Henri-Alex Esbelin, Loic Yon, Albert Ndoj, LIMOS-
CNRS, Université Clermont-Auvergne, France

Marie Bornard, Cyril Sodaigui, Yanis Ayari, IUT d’Allie Université
Clermont-Auvergne, France

Catherine Roussey, Stephan Bernard, Tayeb Abderrahmani Ghorfi, TSCF
laboratoryﬂ IRSTEA@ Clermont-Ferrand, France

Arthur Buchsbaum (Editor of the Handbook), Federal University of
Santa Catarina, Floriandépolis, Brazil

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes

fCentre National de la Recherche Scientifique

nstitut Universitaire de Technologie d’Allier

$Technologies and Information Systems for Agricultural Systems

IInstitut National de Recherche en Sciences et Technologies pour "Environnement et
I’Agriculture


http://www.jyb-logic.org
http://chrey.blogspot.com.br
http://fc.isima.fr/~ftoumani
https://limos.isima.fr/annuaire/article/bourdieu-beatrice
https://limos.isima.fr/annuaire/article/miginiac-severine
http://sebastien.salva.free.fr
https://www.isima.fr/~bachelet
https://www.researchgate.net/profile/Henri_Alex_Esbelin
http://www.inf.ufsc.br/~arthur

Handbook of the 6th World Congress and School on Universal Logic

International Organizing Committee

e Vedat Kamer, Istanbul University, Turkey
e |Srecko Kovac, Philosophy Institute, Zagreb, Croatia

e |Raja Natarajan, Tata Institute of Fundamental Research, Mumbai,
India

e |Luis Estrada-Gonzalez, National Autonomous University of Mexico
e Patrick Blackburn, Roskilde University, Denmark

e |Andrzej Pietruszczak, Copernic University, Torun, Poland

e (Jystein Linnebol, Oslo University, Norway

e  Musa Akrami, Islamic Azad University, Tehran, Iran

e |Mihir K. Chakraborty, Kolkata Logic Circle, India

e Abduljaleel Kadhim Alwali, United Arab Emirates University, United
Arab Emirates

e |Andrzej Indrzejczak, University of Lodz, Poland

e |Francisco Dionisio, University of Lisbon, Portugal

e [Christian de Ronde, CONICET[Y] University of Buenos Aires, Argentina
e |Jean Paul Van Bendegem| Free University of Brussels, Belgium

e |Davide Ciucci, University of Milan, Italy

e |Petros Stefaneas, Technical University of Athens, Greece

e Chuan Zhao, Chengdu University of Technology, China

*Consejo Nacional de Investigaciones Cientificas y Técnicas

4


http://aves.istanbul.edu.tr/vkamer
https://www.researchgate.net/profile/Srecko_Kovac
http://www.tcs.tifr.res.in/~raja
https://unam.academia.edu/LuisEstradaGonz%C3%A1lez
https://www.patrickblackburn.org/
http://www.home.umk.pl/~pietrusz
http://www.hf.uio.no/ifikk/english/people/aca/philosophy/tenured/oysteinl
https://www.researchgate.net/profile/Mihir_Chakraborty
http://filozof.uni.lodz.pl/~aindrzejczak
https://ciencias.ulisboa.pt/pt/perfil/fadionisio
https://www.researchgate.net/profile/Christian_De_Ronde_2
http://jeanpaulvanbendegem.be
https://www.researchgate.net/profile/Davide_Ciucci
https://www.researchgate.net/profile/Petros_Stefaneas

Organizing, International Organizing and Scientific Committees

Scientific Committee

e |Arnon Avron, University of Tel-Aviv, Israel

e |Johan van Benthem) University of Amsterdam, The Netherlands
and Stanford University, USA

e |Ross Brady), La Trobe University, Melbourne, Australia
e |Carlos Caleirol, Instituto Superior Técnico, Lisbon, Portugal
e |Walter Carnielli, State University of Campinas, Campinas, Brazil

e |Newton da Costal, Federal University of Santa Catarina, Floriandpolis,
Brazil

e  Michael Dunn) School of Informatics, Indiana, USA

e |Michele Friend, George Washington University, USA

e |Dov Gabbay, King’s College, London, UK

e Huacan He, Northwestern Polytechnical University, Xi’an, China

e |Gerhard Jéger, University of Bern, Switzerland

e |Arnold Koslow), City University of New York, USA

e [Istvan Németi, Hungarian Academy of Sciences, Budapest, Hungary
e |Francesco Paoli, University of Cagliari, Italy

e Vladimir L. Vasyukov, Institute of Philosophy, Academy of Sciences,
Moscow, Russia

e |Heinrich Wansing, Bochum University, Germany
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2 — What is Universal Logic?

In the same way that universal algebra is a general theory of algebraic
structures, universal logic is a general theory of logical structures. During
the 20th century, numerous logics have been created: intuitionistic logic,
deontic logic, many-valued logic, relevant logic, linear logic, non monotonic
logic, etc. Universal logic is not a new logic, it is a way of unifying this
multiplicity of logics by developing general tools and concepts that can be
applied to all logics.

One aim of universal logic is to determine the domain of validity of such
and such metatheorem (e.g. the completeness theorem) and to give general
formulations of metatheorems. This is very useful for applications and helps
to make the distinction between what is really essential to a particular logic
and what is not, and thus gives a better understanding of this particular
logic. Universal logic can also be seen as a toolkit for producing a specific
logic required for a given situation, e.g. a paraconsistent deontic temporal
logic.

Universal logic helps to clarify basic concepts explaining what is an ex-
tension and what is a deviation of a given logic, what does it mean for a logic
to be equivalent or translatable into another one. It allows to give precise
definitions of notions often discussed by philosophers: truth-functionality,
extensionality, logical form, identity, existence, negation, etc.

The idea of universal logic is not to build a monolithic system of logic
but to develop comparative study of ways of reasoning and their systemati-
zations, promoting better understanding and knowledge of the logical realm
and its connections with other fields.






3 — Aim of the event

This is the 6th edition of a world event dedicated to universal logic called
“UNILOG”, standing for “World Congress and School on Universal Logic”.
Here is the list of previous UNILOGs:

— 1st UNILOG, Montreux, Switzerland, 2005
— 2nd UNILOG, Xi’an, China, 2007

— 3rd UNILOG, Lisbon, Portugal, 2010

— 4th UNILOG, Rio de Janeiro, Brazil, 2013
— 5th UNILOG, Istanbul, Turkey, 2015

This event is a combination of a school and a congress. The school
offers many tutorials on a wide range of subjects. The congress will follow
with invited talks by some of the best alive logicians and a selection of
contributed talks. As in previous editions there will also be a contest and a
secret speaker.

This event is intended to be a major event in logic, providing a platform
for future research guidelines. Such an event is of interest for all people
dealing with logic in one way or another: pure logicians, mathematicians,
computer scientists, Al researchers, linguists, psychologists, philosophers,
etc.

The 6th edition of UNILOG will take place at the |Campus Albert Lon-
dres|, located close to the Célestins spring, near the banks of the river Allier,
in the thermal city of Vichy, in a region of France called Bourbonnais.


http://www.vichy-universite.com
http://www.vichy-universite.com




4 — Call for papers

To submit a contribution send a one page abstract to unilog2018@yandex.com
by December 1st, 2017.

All talks dealing with general aspects of logic are welcome, in particular
those falling into the categories below.

See also the workshops where you can submit your abstract if it is ap-
propriate and the logic prizes. Participants of the school are also strongly
encouraged to submit a contribution.

General Tools and Techniques

e consequence operator

e diagrams

e multiple-conclusion logic

e labelled deductive systems

e Kiripke structures

e logical matrices

e tableaux and trees

e universal algebra and categories
e abstract model theory

e combination of logics

e lambda calculus

e games

Scope of Validity

Domain of Applications of Fundamental Theorems

completeness
compactness
cut-elimination
deduction
interpolation
definability
incompleteness
decidability
Lindenbaum lemma
algebrization
Dugundji’s theorem
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Study of Classes of Logics

modal logics
substructural logics
linear logics

relevant logics

fuzzy logics
non-monotonic logics
paraconsistent logics
intensional logics
temporal logics
many-valued logics
high order logics
free logics

Philosophy and History

axioms and rules

truth and fallacies
identity

lingua universalis vs. calculus ratiocinator
pluralism

origin of logic

reasoning and computing
discovery and creativity
nature of metalogic
deduction and induction
definition

o
[ J
[
[ J
[}
o
[}
o
[}
o
[}
e paradoxes
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5 — Aim of the School

A great variety of tutorials

For the 6th edition of this school there will be many tutorials on all

aspects of logic:

e history of logic (Aristotle, Stoic logic, Medieval logic, Lesniewski, Cou-
turat, etc.)

e relations/applications of logic to other fields (Logic and the Brain, Logic
and Religion, Conceptual Engineering, etc.)

¢ mathematical logic and foundations (Topos theory, Lindenbaum meth-
ods, Arithmetics. etc.)

e computational logic (Data linkage, semantic technologies, programming,
etc.)

Contact: vichy@uni-log.org.

A School to Promote Logical Research

Each tutorial will be presented in three sessions of one hour. The tu-
torials will be given by a wide range of logical scholars from all over the
world.

The idea is to promote interaction between advanced students and re-
searchers through the combination of a school and a congress. Participants
of the School are strongly encouraged to submit a paper for the congress
that will happen in June 21-26, just after the school.

The school will open with a round table “Why study logic?” and will
end with a round table on “Why, when, where and how to publish?”.

Logic Around the World

For PhD students, postdoctoral students and young researchers inter-
ested in logic, artificial intelligence, mathematics, philosophy, linguistics and
related fields, this will be a unique opportunity to get a solid background
for their future researches.
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6 — ;Why Study Logic?

It is the Opening Session of the 6th World School on Universal Logic,
on June 16, 2018.

This topic will be discussed by a variety of people in a round table
animated by Jean-Yves Beziau, UFR and CNP(ﬂ (Brazil) / Visiting
Researcher of Ecole Normale Supérieure (Paris, France), organizer of the
School of Universal Logic since 2005:

e |Franca D’Agostini, Polytechnical University of Turin, Italy

e |Mykola Nikitchenko, Taras Shevchenko National University of Kyiv,
Ukraine

e Julio Michael Stern, University of Sao Paulo, Brazil

e |Joannis Vandoulakis, Hellenic Open University, Greece

*Federal University of Rio de Janeiro
"National Council for Scientific and Technological Development
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7 — Speakers of the 6th World School
on Universal Logic

Each tutorial will be presented in 3 sessions of 1 hour. The tutorials will
be given by a wide range of logical scholars from around the world:

Franca D’Agostini, Polytechnical University of Turin, Italy
Peter Arndt) University of Diisseldorf, Germany

Tal Dotan Ben-Soussan

Research Institute for Neuroscience, Education and Didactics,
Patrizio Paoletti Foundation, Italy

Jean-Yves Beziau

University of Brazil, Rio de Janeiro, Brazil

Ecole Normale Supérieure, Paris, France

Julie Brumberg-Chaumont

CNRS] Paris, France

FEuropean University Institute, Florence, Italy

Alex Citkin, Metropolitan Telecommunications, New York, USA
Henri-Alex Esbelin| LIMOF:L Clermont-Auvergne University, France

Elena Ficara
Department of Philosophy, University of Paderborn, Germany

Jean-Baptiste Gourinat
Centre Leon Robin, Paris-Sorbonne University, France

Casper Storm Hansen, Van Leer Jerusalem Institute, Israel

“Centre National de la Recherche Scientifique
"Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
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Jean-Louis Hudry, Independent Scholar, France

Andrzej Indrzejczak, University of L6dz, Poland

Manuel Gustavo Isaac

Postdoctoral Fellow sponsored by Swiss National Science Foundation
University of Amsterdam, The Netherlands

Pierre Jorayl University of Rennes 1, France

Emiliano Lorini, IRIT[], Paul Sabatier University, France
Florent Madelaine, GREY(ﬂ, University of Caen, France
William James McCurdy, Idaho State University, USA
Giovanni Mion, Istanbul Technical University, Turkey
Malika More, LIMOSﬂ Clermont-Auvergne University, France
Marie-Laure Mugnier, LIRMMﬂ Montpellier, France
Alexei Muravitsky

Louisiana Scholars’ College, Northwestern State University,

Natchitoches, Louisiana, USA

Mykola Nikitchenko
Taras Shevchenko National University of Kyiv, Ukraine

Henri Prade, IRITY France

Florian Rabe

LR]W, Computer Science Course, Faculté des Sciences d’Orsay,
Université Paris-Sud, France

KWAR(™| group, University of Erlangen, Germany

*Institut de Recherche en Informatique de Toulouse

TGroupe de REcherche en Informatique, Image, Automatique et Instrumentation de Caen
HLaboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
$Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier
Institut de Recherche en Informatique de Toulouse

I Laboratoire de Recherche en Informatique

**Knowledge Adaptation and Reasoning for Content
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Marie-Christine Rousset, LIG" University of Grenoble, France

Oliver Schlaudt, University of Heidelberg, Germany

Ricardo Silvestre, Federal University of Campina Grande, Brazil

Erik Thomsen, CTdﬂ at Blender Logic, Cambridge, Mass, USA

Jerzy Tomasik), LIMO CNRSIEL University for the Creative Arts, France
Ioannis Vandoulakis, Hellenic Open University, Greece

Frank Zenker), Department of Philosophy, Lund University, Sweden

Xunwei Zhou, Beijing Union University, China

*Laboratoire d’Informatique de Grenoble

fChief Technology Officer

HLaboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
$Centre National de la Recherche Scientifique
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8 — Tutorials

The Logic of Lying

FrANCA D’AGOSTINI

GRADUATE SCHOOL OF ECONOMIC, POLITICAL AND SOCIAL SCIENCES,
UNIVERSITY OF MILAN, ITALY

FRANCA.DAGOSTINIQUNIMI.IT

The recent literature about lying, deceiving, misleading and other forms
of deceit in philosophy of language is quite rich. The problem is also at the
centre of the public debate nowadays. (See the fortune of the concept of
“post-truth politics”, or the widespread worry concerning the circulation of
fake-news on the Internet.)

The tutorial aims at making the logic of deception clear, by stressing the
connection between the practice of deceptive processes and typically logical
issues related to the theme, such as the semantic behaviour of truth, the
inferential force of falsity and negation, and liar-like paradoxes.

I. The many ways of deception

The first lecture provides a brief introduction to the different forms
of deceit as currently studied and defined in the philosophy of language,
in semantic and pragmatic perspective. We will focus on the definitions of
‘lying’, ‘misleading’, ‘manipulating’, ‘spinning’ and their respective doxastic
force.

II. The role of truth in the practice of conveying falsity

The second lecture will deal with the notions of falsity and partial truth
in logic and in everyday interactions. We will look at the basic logical per-
spectives concerning the failure of truth: classical (truth excludes falsity),
paracomplete (‘untrue’ does not mean ‘false’), paraconsistent (there might
be true and false assertions) and gradualistic (there are degrees of truth and
degrees of falsity — in fuzzy or probabilistic sense). A systematic confronta-
tion between logic and our usual practices of assertion will be presented.
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III. Is the Liar lying?

In the third lecture, I propose a very brief introduction to semantic
Liar-like paradoxes. The presentation will focus on some paradoxes (such
as Pinocchio Paradox or the Blushing Liar) that specifically enlighten the
nexus between Liar-like paradoxes and the effective pragmatic of lying. The
question is whether a person who says ‘I am lying’ (or similar assertions)
can be said ‘a liar’, in the strict sense of the term. Another more interest-
ing question is: can Machiavelli’s Prince lie, given that we know he will lie
(because Machiavelli told us)?
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Topos theory and Caramello’s bridge technique

PETER ARNDT
UNIVERSITY OF DUSSELDORF, GERMANY
PETER.ARNDTQUNI-DUESSELDORF.DE

This tutorial will offer an introduction to topos theory and geometric
logic, and to the theory of topos-theoretic bridges developed
by O. Caramello [1,2].

Grothendieck toposes can be seen as common generalization of the con-
cepts of a universe of sets and of a topological space. There is an abundance
of examples from topology, algebraic geometry, differential geometry and
logic.

A Grothendieck topos is a kind of category, in which one can interpret
the language of geometric logic, a certain infinitary first order language,
in a way that generalizes the usual set-theoretic interpretation. Geometric
logic is an intuitionistic infinitary first order logic based on that language,
which is sound and complete with respect to the topos interpretation. As
usual, for the completeness part one has to show that if a theory T does not
imply a formula ¢, then there is a model of T in some topos where ¢ is not
satisfied. In topos theory, the completeness theorem takes a particularly
nice form: there exists a topos B[T], and a model of T in it which satisfies
only those sentences implied by T, and thus takes care of all sentences ¢
as above simultaneously. The topos B[T] is called the classifying topos of
the theory T, and the said model of T is called the universal model. Every
model of T in some topos arises as an image of the universal model.

Like a group can be presented by generators and relations between them,
a Grothendieck topos can be presented by a site, i.e. a small category to-
gether with a specification of when a family of morphisms with common
codomain is a covering of that codomain. The inspiring example is the cat-
egory of open subsets of a topological space together with the usual notion
of covering from topology. Just as different presentations can give rise to
isomorphic groups, different sites can give rise to equivalent toposes.

Given a geometric theory, one can explicitly construct a site presenting
its classifying topos, the syntactic site of T. It can happen that two dif-
ferent theories, giving rise to two different sites, have equivalent classifying
toposes. Caramello’s bridge technique studies and exploits such situations:
one can try to translate properties of the classifying topos into properties of
the theories, and back, and thus obtain relations between the two different
theories.
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In this tutorial we will introduce Grothendieck toposes, the interpreta-
tion of geometric logic in them, classifying toposes and Caramello’s bridge
technique, all with examples. The prerequisite for the course is knowledge
of the basic notions of category theory: categories, functors, natural trans-
formations, (co)limits, adjunctions and the Yoneda lemma.
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Logic in the Brain

TAL DOTAN BEN-SOUSSAN

DIRECTOR OF THE NEUROSCIENTIFIC RESEARCH UNIT,

RESEARCH INSTITUTE FOR NEUROSCIENCE, EDUCATION AND DIDACTICS,
PATRIZ1IO PAOLETTI FOUNDATION FOR DEVELOPMENT

AND COMMUNICATION

RESEARCHQFONDAZIONEPATRIZIOPAOLETTI.ORG

Recent advances in fuzzy and paraconsistent logic confirm the complex-
ity of the human brain. However, are we only logical beings? In addition,
what role do emotions play in rational processes? And how does stress ef-
fect moral decision making? In the current tutorial, we will address these
questions, taking into consideration recent studies in cognitive, affective and
contemplative neuroscience and psychology of logic, focusing on decision-
making, morality and free will and their underlying neuronal mechanisms.
Everybody who is interested in these questions is welcome to join, and there
are no specific prerequisites. The tutorial will be divided into three sessions,
as a metaphor for the journey between the current state of man and the state
he may achieve.

I. The bio-logic nature of ‘paraconsistency’ of man

Although there are contradictions inside our brain, it contains them, also
through the mind’s interpreter [3,8]. In fact, humans are a three brain being
[2,5]. We have all experienced that emotions can interfere with reason and
decision-making, and that different thoughts can simultaneously co-exist.
An additional challenge is that we are capable of having many feelings at
once. Logical and rational thinking requires that we pay attention, but
that is hard to do if we feel threatened. Thus, we may have trouble pay-
ing attention to an abstract problem when our amygdala is sending danger
signals to our logical brain. Logic and its pleasures can also suddenly seem
inconsequential when we see an attractive person. The issue here is com-
petition between different brain areas. Different sensory signals physically
compete for attention in the brain, and those that are the strongest win out
[9]. Seven features must be kept in mind when discovering the niceties of
medieval logic, many of them closely connected: the exegetical dimension
of medieval — logic a feature shared with medieval thought as a whole; the
wide range of fields included in what was called “logic” by then (epistemol-
ogy, philosophy of language, semantics, philosophy of science, etc.) and the
strong connection to sister disciplines (rhetoric, grammar, metaphysics); the
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non-formality of medieval logic, even in its “formal” aspects; the philosoph-
ical and scientific orientation of logic as both an instrument for knowledge
and a part of philosophy; the non-distinction between logic and philosophy
of logic; the disputational approach to logic as a theory and a practice (the
latter is also true of medieval university in general); last but not least, the
major social and pedagogical role played by logic, before the rise of math-
ematics as a new standard in educational systems and sciences. This last
aspect probably explains the existence of a fairly stable logical culture in
the Middle Ages and pre-modern period.

II. The Sphere Model of Consciousness

The Sphere Model of Consciousness [6] suggests three axes of human
experience, pointing towards the center of the sphere as the locus of human
psychological development. Based on the Sphere Model, the consciousness
state space has been formulated, suggesting a unifying neuroscientific model
for consciousness and self [4]. In this session, we will discuss the characteris-
tics of being in the Logos in different traditions and their possible neuronal
correlates. In addition, examples of reaching similar states of being will be
compared and discussed.

III. Uniting the fragmented mind: it is logical to train

Recent neuroscientific studies have confirmed that our brain is frag-
mented, and that increased neuronal synchronization can aid in enhancing
internal integrity. Increased neuronal synchronization is related to increased
cognitive flexibility, reflectivity and attention. Several brain-based integrity
scales have been developed to measure state of consciousness, and were
found to be connected to moral judgments. These results will be shortly
discussed in connection to models of Deontic logic. Importantly, additional
research consistently demonstrate that neuronal synchronization, cognition
and consciousness can be elicited by training such as mindfulness, medi-
tation and the Quadrato Motor Training [7,1]. These results and others
suggest that training can greatly help in moral problem solving and creativ-

ity.
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The Adventures of the Turnstile (}—)

JEAN-YVES BEZIAU

UNIVERSITY OF BRAZIL, R10 DE JANEIRO, BRAZIL
ECcOLE NORMALE SUPERIEURE, PARIS, FRANCE
JYB.LOGICIANQGMAIL.COM

“ |— ” is one of the most famous symbols of modern logic. It has been
introduced by Frege and for this reason is called “Frege’s stroke”. But it
is also called by other names, in particular “turnstile”, a name which has
more to do with its form than its meaning. Its meaning has considerably
evolved and variations of its original design have sprung, in particular its
most famous double: |= ”. In this workshop we will combine an analysis of
the history of this symbol and its variations with critical reflections about
their meanings and uses. This will be a way to reflect on the evolution and
central features of modern logic.

I. Origin of the symbol ¢ }7 ” and its early history

In this first session we will recall the original meaning of Frege’s stroke,
when and in which circumstances it was introduced and its reception and
use or non-use by Hilbert, Whitehead-Russell, Wittgenstein and Lesniewski.
We will in particular focus on the distinction between truth and logical
truth. We will furthermore discuss the symbolic dimension of “ |— ” within
a general discussion on symbolism, mathematics and modern logic.

II. Syntax vs Semantics, Proof Theory vs Model Theory,
“l_” VS “I:”

In the second session we will discuss the crystallisation of the opposition
in modern logic between syntax and semantic, proof-theory and model the-
ory, typically symbolized by “ I— 7 oys. ¢ |= ”. An opposition which makes
sense but is also overcome by the completeness theorem. We will also dis-
cuss the incompleteness theorem from the perspective of these two symbols.
We will in particular emphasize the ambiguity of the use of “—” in sequent
calculus instead of the original symbol used by Gentzen “—”, explaining
how this confuses one of the most important results of proof theory, the
cut-elimination theorem. We will also emphasize the ambiguity of the dou-
ble use of the double “ |= ” in model theory: as a symbol for a semantical
consequence relation and as a symbol used for a relation between models
and formulas.
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III. “—” as an Abstract Consequence Relation

In the third session we will focus of the use of ¢ I— 7 as a symbol for an
abstract consequence relation, beyond the dichotomy proof-theory/model-
theory. It denotes a fundamental relation for logical structures, slight vari-
ation of Tarski’s consequence operator. We will focus in particular on the
completeness theorem from this abstract perspective. We will also discuss
some related notions such as logical equivalence expressed by “ —“— 7 and
the notion of self-extensionality.
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History of Medieval Logic
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In the same manner as medieval philosophy, medieval logic includes a
large range of cultures and languages in Byzantine, Syriac, Arabic, Hebrew
and Latin traditions. It extends from the sixth century to the fifteenth cen-
tury and beyond, as far as logic alone is concerned. Though challenged by
Renaissance logics in the sixteenth century, especially in Reformed coun-
tries, and by new logics of discovery designed for the scientific revolution,
it survived the collapse of the Aristotelian sciences up till the nineteenth
century, under labels such as “scholastic logic”, “Aristotelian logic”, or “tra-
ditional logic”. Elaborating from the late ancient legacy accessible to them,
that is few sketchy textbooks, some Neoplatonic commentaries to Aristo-
tle’s Organon and a “peripatetized” version of Stoic logic, i.e. “hypotheti-
cal syllogistic”, medieval logicians have introduced many novelties nowhere
found before and often still discussed today: a sophisticated conception of
modalities, a general theory of consequences, the notion of a (contextual)
reference, distinct from signification, a distinction between truth-bearers
and truth-factors, a focus on the semantics of proper names and indexi-
cals, a disputational, pragmatic, approach to logic, the distinction between
the “form” and the “matter” of the arguments within a rich and varied
conception of formality, etc. Even if schematic letters have been used, as
they were already in Aristotle’s tracts, medieval theories are based upon a
regimentation of already regimented natural languages, such as scholastic
Latin.

Despite the wealth of discussions and logical innovations found in Arabic
logic, the tutorials are essentially dedicated to Latin logicians. They use only
English translations and terminology. They will explain and contextualize
every reference to authors and texts. Everybody interested in the history
of logic is welcome. A drastic selection of topics has been made in a rich
history which extends over ten centuries. After a general presentation of
medieval Latin logic in context (Session I), I will present only two aspects:
theories of consequences (Session II), and theories of reference and truth
(Session III).

*Laboratoire d’Etudes sur les Monothéismes
fCentre National de la Recherche Scientifique
tParis Sciences & Lettres
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I. General Presentation of Medieval Logic in Context

Medieval Latin logic can be roughly divided in five periods. They often
correspond to a “Renaissance”, that is to a “re-discovery” of ancient texts
not yet “available” (translated, circulated, taught, etc.). The High Middle
Ages see the domination of a Roman logic (and grammar); the twelfth cen-
tury witnesses a full Renaissance of logical inquiries based on Aristotle and
Boethius (c. 6th AD) and focussed on “topical inferences”; the thirteenth
century can be labelled a “Golden Age” of Aristotelian logic, with a strong
focus on the recently rediscovered Prior and the Posterior Analytics; the
fourteenth century is extremely innovative and introduces the notion of a
general theory of inference; the fifteenth and the sixteenth centuries are a
transitional period when the original text of Aristotle’s Organon is rediscov-
ered, and scholastic logic reaches a (too?) high level of sophistication and
formalization. It is challenged as “barbarous” and fruitless by Renaissance
authors, and tentatively replaced by Renaissance logics.

Seven features must be kept in mind when discovering the niceties of
medieval logic, many of them closely connected: the exegetical dimension
of medieval logic — a feature shared with medieval thought as a whole; the
wide range of fields included in what was called “logic” by then (epistemol-
ogy, philosophy of language, semantics, philosophy of science, etc.) and the
strong connection to sister disciplines (rhetoric, grammar, metaphysics); the
non-formality of medieval logic, even in its “formal” aspects; the philosoph-
ical and scientific orientation of logic as both an instrument for knowledge
and a part of philosophy; the non-distinction between logic and philosophy
of logic; the disputational approach to logic as a theory and a practice (the
latter is also true of medieval university in general); last but not least, the
major social and pedagogical role played by logic, before the rise of math-
ematics as a new standard in educational systems and sciences. This last
aspect probably explains the existence of a fairly stable logical culture in
the Middle Ages and pre-modern period.

II. Theories of Consequences

This tutorial studies some aspects of the transformation of the discus-
sions about inferences (or “consequences”), deductions, syllogisms, argu-
ments and proofs, from the twelfth to the fifteenth century. All the logicians
of the Middle Ages shared an inclusive approach to logic where the study
of formal reasoning is only a (small) portion of logic, even within this part
of the logical teaching dedicated to the theory of inferences. Each period
developed original approaches, which were based not only on a distinctive
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notion of what should be the basis of a successful inference, with a focus on
the problem of relevance, but also on a specific conception of the relation-
ship between inferences, deductions, syllogisms and proofs. In the twelfth
century, the notion of “topical inference” means that all inferences, even for-
mal ones, are based upon the topics and general rules derived from them,
as described by Boethius (c. 6th AD), a conception that survived long in
the thirteenth century, despite Abelard’s (c. 12th AD) fierce defence of the
idea of a purely formal inference, i.e. based only on its form regardless of
any content. In the thirteenth century, a “hylomorphic” conception of the
syllogism as the subject matter of the Prior Analytics means that syllogistic
studies as much the matter as the form of the syllogism. In the fourteenth
century, great logicians such as Walter Burleigh, William of Ockham, and
John Buridan developed general theories of consequences and were very
much divided about what can count as a definition of formal consequences.
Not before the fourteenth century (with the notable exception of William of
Ockham) was the syllogism considered a formal inference only, rather than
an argument or a proof based upon a formal inference studied regardless of
its (particular) contents, a conception recovered at the end of the fifteenth
century with the Renaissance rediscovery of Aristotle’s Organon .

ITI. Semantic: Reference and Truth

From the twelfth century on, two important topics were discussed in
medieval logic: the notion of reference, often contextually understood, and
a vigorous debate about the truth-bearers, the propositions and their signi-
fication as distinct from that of the terms, as well as the truth-factors, facts
and states of affairs. This last aspect underwent original reformulations in
the thirteenth century, when the idea that (necessary) universal proposi-
tions had existential import was condemned, and in the fourteenth century,
especially with Walter Burleigh, who promoted an “extreme realism” and
the idea of “propositions in reality”. The medieval theory of reference of
terms, called “supposition”, has known two canonical formulation in two
distinctive periods, in the thirteenth century “terminist logic” and the fa-
mous Tractatus by Peter of Spain, with a strong realistic flavour, and in the
fourteenth century in the new, nominalist, terminist logic, where a univer-
sal term do not have a referent distinct from the referent of each singular
terms to which it corresponds, and where universal propositions do have
existential import, though not necessarily for presently existing individuals.
The various ways in which the propositions “every man is an animal” and
“every man is white” are analysed will be taken as an example of the various
approaches to reference, signification and truth in the period.
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During his brief life, the Polish mathematician and logician Adolf Lin-
denbaum (%x1904-1941%) contributed to mathematical logic, among other
things, by several significant achievements. Some results of Lindenbaum’s,
which bear his name, were published without proofs by other people from
the Lvov-Warsaw School and the proofs later were provided by some oth-
ers, though the authorship of Lindenbaum has never been challenged. Many
may have heard about Lindenbaum’s lemma, asserting the existence of Lin-
denbaum’s extension, and Lindenbaum—Tarski algebra; less known is Lin-
denbaum’s logical matrix. This tutorial is devoted to the two last concepts
rather than the first one. However, the latter can be understood in a purely
algebraic fashion, if one employs the notion of Lindenbaum-Tarski algebra.
In general, the notions of Lindenbaum matrix and Lindenbaum—Tarski al-
gebra have paved a way to further algebraization of logic, which had been
begun by George Boole in the 19th century, as well as to a new branch of
logic, model theory. For this reason, the present tutorial is also a gentle
introduction to algebraic logic.

A uniting idea of the aforementioned concepts is a special view on the for-
mal judgments of a formal language. It is this view we call the Lindenbaum
method. Although Lindenbaum expressed merely a starting viewpoint in
the tradition of Polish logic of the time, this viewpoint became a standard
ever since and its development goes on until this day, continuing to shape
the field of algebraic logic. Our main objective is to demonstrate how this
view gave rise to formulating the aforementioned concepts and how it opens
door to unexplored paths.

I. Lindenbaum’s logical matrix

The idea to interpret symbolic judgments in mathematical structures
goes back to George Boole. It was Lindenbaum who took for an interpreta-
tion of judgments the judgments themselves. But prior to this, he started
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treating the entire class of judgments as an abstract algebra, nowadays
known as a formula algebra. Some experts call this Lindenbaum’s move a
milestone in the history of algebraic logic and universal algebra.

The turning point distinguishing the Boole-De Morgan-Schroder tradi-
tion in algebraic logic from modern tradition is the algebraization of formal
deduction. The first step in this direction is the introduction of the notion
of deductive system and that of consequence relation. There are a few stan-
dard ways to define a deductive system; in this part, we focus on two of them
— rules of inference and logical matrix. On the one hand, the Lindenbaum
logical matrix is just a special case, on the other, it characterizes all formal
theorems (or theses) of any deductive system (Lindenbaum theorem).

II. Characterization of deductive systems

Powerful enough to characterize any class of theses, the notion of Lin-
denbaum matrix does not suffice to determine any deductive system. This
part will address the question of characterization of deductive systems. Two
Wojcicki’s theorems will be discussed. The first deals with the notion of a
bundle of logical matrix; in terms of the latter any deductive system can be
determined. The second theorem finds conditions under which a deductive
system can be characterized by a single logical matrix.

The theorems of Lindenbaum’s and Wdjcicki’s were merely first steps
towards algebraization of deduction based on sentential formal language.
Next came analysis of matrices and algebras which “separate” premises
from not derived from them sentences in deductive systems, thereby intro-
ducing the conception of separating means. This in turn has led to the
notion of Lindenbaum-Tarski algebra. The latter often is obtained by a
transformation of a Lindenbaum matrix with the use of a special congru-
ence. In unital deductive systems the Lindenbaum-Tarski algebra of such a
system is adequate for the set of its theses.

ITI. Effectiveness issues

The idea of effectiveness (in a broad sense of the word) and its impor-
tance had gradually established itself by the middle of the 20th century,
when the notion of cardinal number and that of effective method, that is
computability, were fully realized. The problems like the following were
raised and solved: whether a deductive system formulated in a countable
language can always have a finite logical matrix adequate for its theorems
(J.C.C. McKinsey and A. Tarski); whether it is effectively decidable that
any two finite logical matrices or any two finite bundles have the same set of
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theorems (J. Kalicki for matrices, A. Citkin for bundles); whether any de-
ductive system formulated in a countable formal language can be determined
by a single denumerable matrix (A. Wrénski). Some of these problems and
related to them, as well as the finite model property of a system, will be
discussed in this part.
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— |Algebraic propositional logic
— [Lvov-Warsaw school
— Logical consequence
— [Truth values
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Proving the existence of some meta-mathematical object (e.g. a method
for solving polynomial equations of degree 3 or 4) does not need a math-
ematical definition of that object: a general agreement about the correct-
ness of each answer is achievable. Proving the inexistence of some meta-
mathematical object (e.g., a method for solving polynomial equations of
degree 5 or more) needs a mathematical definition. Among the inexistence
problems inducing the main concepts of logic, let us start with the following
two.

Problem 1 (Hilbert’s tenth problem). Prove that there is no universal
method correctly asserting wether any given diophantine equation has (at
least) a solution or has no.

Problem 2. Prove that there is some arithmetical statement that cannot
be proved or disproved.

These problems have no sense without a precise definition of an algo-
rithm and of a proof. Together with the concept of algorithm formalizing
the notion of method, it is possible to define a concept of complexity, also
to define a formal proof and a strength scale for theories. Weak arithmetics
study these statements needing a few axioms or weak rules of reasoning for
proving them. Surprisingly, numerous links with the complexity of algo-
rithms appear.

This tutorial is intended to provide an introduction to the topic, its problems
and its methods. It will avoid both technical difficulties and ambiguity. It will
be divided in the following three sessions.

I. Decidable fragments of arithmetic

Peano arithmetic admits various equivalent families of axioms formaliz-
ing the properties of the successor function (and of addition and multipli-
cation) together with a family of Induction Azioms formalizing the usual
mathematical induction. It is not possible to algorithmically determine, for

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes
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any sentence in its language, whether that sentence is provable from its ax-
ioms: the theory is undecidable. Presburger arithmetic is the well known
first-order theory of the natural numbers with addition and equality. The
axioms include the schema of induction. It is much weaker than Peano
arithmetic and has been proved to be decidable. However the algorithms
for decision require more than exponential run time. Stronger fragments
than Presburger arithmetic have been proved to be decidable, e.g. the ex-
istential theory of addition and divisibility. Decidable fragments of Peano
arithmetic are more and more involved in automatic reasoning.

I1. Definability

Let us consider a set on words on a finite alphabet with k letters denoting
as digits {0,1,2,...,k —1}. There is a natural correspondence between such
words and natural numbers using base k representation. Let us now consider
the set of words recognizable by a finite automaton. It turns out that
the correspondent set of integers is definable by a formula of the language
(+, Vi), where z = Vi(z) is the relation “z is the greatest power of k dividing
x”. The converse is true. This correspondence provides insight in the area
of complexity: a relation which is definable both in (+, Vi) and (+, Vi) for
which there is no n and m such that k™ = k' is definable in Presburger
arithmetic.

Other correspondence are sources of problem or of solutions! The unary
relation “z is not prime nor 0 nor 1”7 is definable using the formula
Ju < x3v < z(z = uxwv). More generally, the Ag-definability is essen-
tially definability with a formula in the language of arithmetic where the
quantified variables are bounded by terms. Most of the natural notions
have been proved to be Ag-definable, and classical diagonalization meth-
ods provide ad hoc non Ap-definable ones. A major open problem is to
find a “natural” arithmetical relation which is NOT Ag-definable. The
relation z = Card{i < y | ¢ is a prime number} is not known to be Ag-

definable and is a candidate. An answer could provide the strict inclusion
LOGSPACE ¢ LINSPACE.

II1. Provability

Let E be a subset of N”, for which there exists an algorithm that will
ultimately halt when a member of the set is provided as input, but may
continue indefinitely when the input is a non-member. There is a Ag-formula
¢ such that E is defined by (Jy € N™) (¢(x,y) =0). This very last formula
is called a Y¥1—formula. The fundamental step of the answer to problem 1
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is the following theorem of Y. Matiyasevich, J. Robinson, M. Davis and H.
Putnam:

Theorem 1. For all ¥;—formula ), there are two polynomials P and @
with natural coefficients such that for all @ in N, ¢)(a) is true if and only
if there exists b in N such that P(a,b) = Q(a,b).

Let us consider the following question: “What axioms are really useful in
the proof of this theorem?’. We say that a set of axioms 1" proves the MRDP-
theorem for the following mathematical statement: For all ¥1—formula 1,
there are two polynomials P and @) with natural coefficients such that

T v (¢(z) < 3y e N") (P(z,y) = Q(z,y)))-

Let IAg be the fragment of Peano arithmetic where the induction axioms
schema is reduced to Ag-formulas.

Theorem 2. If IAj proves MRDP, then NP = co-NP.

A much stronger theory is obtained if we add an axiom, denoted by
EXP, which guarantees the totality of the exponential function:

Ve Vy3Iz(z=aY).
Most of the usual arithmetic is provable in the theory 1Ay + EXP:
Theorem 3. 1Ay + EXP proves MRDP.

But EXP is not a theorem in IAg. A weaker axiom than EXP is the
following axiom Qq: Va Vy 3z (z = :L‘UOg2(y)J)

Theorem 4. If IAg + € proves the MRDP-theorem, then NP = co-NP.

We are very far from proving the premise of this theorem, but more and
more parts of the natural arithmetic turn out to be formally proved to be
in IAg + 4. For example:

Theorem 5. 1Ag + §21 proves the infinity of the prime numbers.
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Dialectics. An Introduction
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The philosophical historiography concerning dialectics is immense and
complex. As Hintikka [14, p. 109] writes “dialectic has the tendency to mul-
tiply itself beyond necessity”. In this context, my method is to focus on the
definitions of the term in texts from Plato to contemporary philosophy, and
on one idea that permeates the whole history of dialectics, and is defended
by authors as different as Aristotle, Hegel, Adorno, Rescher. It is the view
that dialectics is a kind of philosophical logic, more specifically the logic of
philosophy.

The first part of the tutorial is devoted to ancient dialectics, in particular
to the conception of dialectics in Plato’s Parmenides and Aristotle’s Topics.
The second examines the meaning of dialectics in Hegel’s philosophy and in
two stages of its reception (in Croce and Adorno). The third is on dialectics
and contemporary philosophical logic and focuses, more specifically, on the
nexus dialectics-dialetheism.

I. Dialectics in Plato and Aristotle

On the first day we will first analyse the difference between Zeno’s
method of reductio ad absurdum and Plato’s dialectical method [see 11,15,
5,18]. Second we will consider the relation between Plato’s dialectics in the
Parmenides and Aristotle’s Topics. In Aristotle’s Topics Plato’s dialectic
is systematized and methodically articulated as logic of our thinking about
éndoza (the éndoxa are theses concerning controversial questions of univer-
sal interest such as: is justice the advantage of the stronger?). I will stress
the fundamental continuity between Plato and Aristotle, and the genuinely
dialectical nature of Aristotle’s philosophy. In so doing, I share the interpre-
tation of those philosophers (in particular Berti [5]) who see the continuity
between Plato and Aristotle in the idea of dialectics as the logic of philoso-

phy.

I1. Hegel’s dialectics

On the second day we will first discuss the passage of the Logic in the
Encyclopaedia (at the end of the “Preliminary Considerations”) in which
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Hegel presents the three moments/sides of every conceptual thought (Hegel
calls conceptual thought also true thought and das Logische). The passage
is fundamental for two reasons: it contains Hegel’s own definition of the
formal structure of every dialectical and speculative inference, and presents
the idea that this dialectical structure corresponds to the behaviour and
method of every true thought. Then we will see what two 20th century
thinkers — Benedetto Croce and Theodor Wiesengrund Adorno — write
about the meaning of Hegel’s dialectic. Their concern is on two aspects: the
meaning of Hegel’s dialectic as logic of philosophy, and the role of negation
in dialectical inferences.

III. Dialectics and contemporary philosophical logic

The third lesson is focused on the relation between dialectics and para-
consistent logics, more specifically dialetheism, the theory according to
which there are true contradictions. Apostel [3] recalls that paraconsistent
logics, which were impressively growing in the 70ies, and were developed
by da Costa school in Brazil, by Jaskowski in Poland and by Routley in
Australia, present the necessary condition and the formal basis of dialec-
tics. However, he also claims that they cannot be said to be dialectical
logics in the Hegelian sense, and, more importantly, that they need dialec-
tical logic. They allow us to see how to logically deal with contradictions
without explosion, but they do not let us see why and how we can affirm a
contradiction. Hence Apostel [3, p. 459] formulates the following task for a
dialectical foundation of paraconsistentism: “in dialectical logic we have to
show which contradictions are admissible and which ones are not”. We will
ask in what sense the Hegelian theory of dialectical contradictions can fulfil
the task envisaged by Apostel.
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Stoic Logic: the dialectic of the Gods
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Stoic logic was the main alternative to Aristotelian logic in Antiquity.
Developed less than a century after Aristotle’s death by Chrysippus, the
third head of the Stoic school, it was considered the most impressive logical
system of the ancient world, up to the point that the Ancient Greeks said:
“if the Gods had a dialectic, it would be Chrysippus’ dialectic”. Chrysippus
wrote 108 books of logic in 311 volumes, almost half of his writings, and by
far the most considerable corpus ever written by a logician, including his
major work, the Logical Investigations, in 39 volumes. Unfortunately, as
the rest of the works of the first generations of the Stoic school, it is almost
completely lost: only ten pages of the Logical Investigations remain, badly
preserved in a papyrus in a poor state of conservation. For the rest, we have
to rely on short quotations, handbook accounts and hostile criticisms. As a
consequence, despite its considerable influence in Ancient and (indirectly)
in Medieval times, Stoic logic remained largely ignored or misunderstood for
centuries, until its progressive rediscovery by scholars between the end of
the ninetenth century and the second half of the twentieth century. In the
1930s, the pioneering work of Lukasiewicz defined Stoic logic, in contrast to
Aristotle’s logic, as the ancient form of propositional logic. Lukasiewicz’s
work impulsed two decades later a new trend of work on Stoic logic, which
expanded with the development of the study of Hellenistic philosophies in
the 1970s. Lukasiewicz’s interpretation has been improved and refined,
by developing aspects of Stoic logic not touched by Lukasiewicz, such as
Stoic semantics, the theory of the ’sayable’ and the proposition, the modal-
ities, and the analysis of complex syllogisms. It is probably too simple to
present Stoic logic as a propositional logic, even if its basic rules are propo-
sitional inference rules. And it remained unnoticed by Lukasiewicz that
Stoic logic anticipated three important features of modern symbolic logic:
(1) the Fregean theory of signification (Bedeutung), since Frege was prob-
ably introduced in Jena to Stoic semantics by his colleague Rudolf Hirzel
who was Frege’s tenant for many years; (2) the logical asymmetry between
function and argument expressed by the predicate/case distinction; (3) the
analysis of universal propositions as conditionals (which allowed the Stoics
to introduce a procedure rival to Aristotle’s quantifiers). However, what
one must not forget when studying Stoic logic is that the Stoics conceived it
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as dialectic, and attached the greatest importance to the dialogical context
of its procedure and to its relationship to the other parts of philosophy,
ethics and physics. As a consequence, Stoic logic or dialectic was a science,
a part of philosophy (as opposed to the ’instrument’ or organon that defined
Aristotle’s syllogistic) and even a virtue. All these features make a quite
distinctive form of logic.

The aim of this tutorial is to present Stoic logic. Stoic logic is probably
the most important step in the history of logic between Aristotle and Frege.
Not only does it have an historical importance but it is also still worth read-
ing and studying for its fascinating insights, even if the fragmentary state
of the evidence does not allow to know all the refined details of their theory.
The tutorial will present the main sources and their alternative interpreta-
tions to give an idea as accurate as possible of the nature of Stoic logic.
Everybody interested in logic and ancient philosophy is welcome to join.
There is no specific prerequisites. The tutorial will be divided in the follow-
ing three sessions.

I. Stoic semantics

This part will be devoted to an overview of Stoic semantics: the Stoics
distinguished between the vocal sound, for instance ‘Dion’, the real object
of the world bearing the name, for instance the man called Dion, and an
intermediate incorporeal entity, which they called the ‘sayable’ (lekton) and
which they described as the signification of the vocal sound. An alternative
presentation distinguish between what is signified by a common or proper
name (‘man’, ‘horse’, ‘Dion’, ‘Socrates’), namely a quality (and not a sub-
stance as in Aristotle) and what is signified by a verb (‘walks’, ‘talks’),
namely, according to the Stoics, a predicate or ‘what happens’ to someone.
We will examine the logical and philosophical implications of these alterna-
tive presentations of Stoic semantic theory and the status of the ‘sayable’.

II. ‘Sayables’ and propositions

This part will be dedicated to the exposition of the Stoic theory of the
different sayables, namely the propositions and the non-propositional items
such as predicates, questions, orders, prayers. We will also examine the Stoic
typology of propositions, the distinction of simple propositions and the non-
simples (i.e. molecular) propositions, in particular the truth-conditions for
the conditional (including the equivalent of a debate on strict implication).
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ITI. Syllogistic (inference rules) and analysis

In this last part, we will discuss the two important aspects of Stoic syl-
logistic: (1) the inference rules known as the Stoic ‘five indemonstrables’,
including the Modus ponens and the Modus tollens; (2) the rules of analy-
sis of complex syllogisms. We will also explain how the Stoic understood
the notion of a ‘demonstration’ as a stronger requirement for an argument
than logical validity due to the epistemological nature of the propositions
involved and how they translated universal and non-universal propositions
by using simple propositions and conditionals. As a conclusion, the tutorial
will indicate the place of Stoic logic within Stoic philosophy and within the
history of logic.
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The inconsistency theory of truth and nominalistic
mathematics
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This tutorial will bring together two subjects that are not normally dis-
cussed together, namely the inconsistency theory of truth and nominalistic
philosophies of mathematics.

Session 1

According to the inconsistency theory of truth, our conflicting intuitions
when it comes to determining the truth value(s) of the Liar Sentence and its
siblings are due to the fact that the linguistic rules for the truth predicate
are inconsistent. This was first argued by Chihara [2] and later by Eklund
[5] and Scharp [10]. I will explain this solution to the semantic paradoxes
and provide what I believe to be the best defence of it. Doing so involves
bringing in Lewis’ [8] theory of language conventions and Nagel’s [9] idea of
a view from nowhere.

Session 2

One conclusion from session 1 will be that we, as a language community,
have a high degree of freedom to decide by convention on what logic to use,
roughly in the sense of Carnap [1]. This puts the many formal theories of
truth that have been proposed in a new light: they can be evaluated on the
basis of how useful they would be as potential conventions, rather than on
the basis of whether they are correct. From this perspective, we will take
a closer look at Kripke’s theory of truth [7] and van Fraasen’s concept of
supervaluation [11]. Then we will tinker a little with the possible convention
they in effect describe until we get something that is useful for mathematics.

Session 3

The idea of a nominalistic mathematics is to give a philosophical account
of what mathematics is that does not inflate our ontology with ad-hoc ab-
stract objects. Chihara [3,4] proposed that we can do so by constructing
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mathematics on possible open-sentences. Field [6] approached the same goal
by using the system of all spatial regions of the universe as his foundation. I
will argue that they both fail. Chihara assumes that there are uncountably
many open-sentences, which is to stretch the concept of language beyond the
nominalistic and into the abstract. And the spatial regions of the universe
must either be understood as abstract collections (of concrete entities) or as
collections determined by language, which means that Field’s foundation is
either not nominalistic or not sufficient for his purpose. However, using the
lesson from session 2, we can do better: by relying on a non-classical logic
convention, we can make the ontology to which we are limited as nominalists
suffice for a scientifically adequate mathematics.

Prerequisites

I will assume a basic acquaintance with the Liar Paradox and philosophy
of mathematics. Session 3 in addition presupposes knowledge of Cantor’s
theorem about the cardinality of the set of the real numbers and of mathe-
matical analysis up to and including the Fundamental Theorem of Analysis.
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In Metaphysics Gamma, Aristotle understands the principle of non-
contradiction (PNC) as the most certain principle of all such that it is
impossible to be mistaken about it. Yet, Aristotle is also concerned with
the fact that some people may reject this principle. In that respect, he
constructs arguments aiming to defend PNC as a true opinion. There is
then a difficult contrast to explain: on the one hand, PNC is a necessary
principle of the highest importance; on the other, it is merely justified as a
true opinion against those who challenge it. So the essential question is as
follows: if PNC is postulated as the most certain principle of all, why does
Aristotle feel the need to speak of it as a mere opinion?

Many have been puzzled by this contrast. Lukasiewicz [8] concludes
about Aristotle: “he may himself have felt the weakness of his arguments;
and that may have led him to present his Law as an ultimate aziom — an
unassailable dogma” [8, p. 62, original emphases|. Others have used Aristo-
tle’s weak and problematic arguments as a way to illustrate the failure of

PNC [9].

These reactions show that Aristotle’s defence of PNC is, at worst, not
understood or, at best, not taken seriously. The aim of this tutorial will
be to answer this concern by accounting for Aristotle’s method. We shall
explain why PNC is defendable only as a true opinion, even though it is said
to be the most certain principle of all, and we shall conclude that Aristotle’s
weak defence of PNC is perfectly compatible with the postulate of PNC as
a strong axiom.

Everybody is welcome to join, and there are no specific prerequisites.
The tutorial will be divided into three sessions.

I. Aristotle’s PNC and Lukasiewicz’s formulations

A first session will focus on Aristotle’s definition of PNC, as it is exclu-
sively based on predicates and requires two conditions, namely simultaneity
and similarity. PNC is also to be distinguished from two derived principles,
namely the excluded middle and bivalence. Finally, contradiction is more
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than mere contrariness, in so far as two contraries are contradictory, if and
only if one is true and the other false. We shall then compare Aristotle’s
PNC with Lukasiewicz’s [8] interpretations of it through an ontological, a
logical, and a psychological formulation. Influenced by Frege’s logical for-
malism, Lukasiewicz then accuses Aristotle of “logicism in psychology”.

II. An Aristotelian contextualization of PNC

In a second session, we shall analyze the context in which Aristotle’s
PNC takes place. Metaphysics Gamma introduces a hierarchy of sciences:
philosophy is the universal science, which includes the particular sciences
of physics and mathematics. Aristotle assesses PNC with respect to phi-
losophy, in so far as PNC is a necessary principle only for those who know
about the general nature of things, and which goes beyond any specific
mathematical or physical nature. It is within this epistemic context that
Aristotle’s PNC has to be understood, meaning that non-philosophers ex-
press an opinion about it, without being knowledgeable about its necessity.
As such, the definition of Aristotle’s PNC is inseparable from the way PNC
is either intrinsically cognized or merely believed.

III. Aristotle on the rejection of PNC

A third session will study why Aristotle explicitly admits the possibility
of rejecting PNC. Indeed, he has to convince all non-philosophers that PNC
should not be regarded as a false opinion. According to him, there are two
ways of challenging PNC. One is for physicists to assume that things are
endlessly changing, making their meanings indefinite and thereby irrelevant
to PNC. Aristotle’s reply is that physical motion cannot be used against the
postulate that things have definite meanings. The other objection is that
any proof of PNC already uses PNC in the premises of the proof. Aristotle
acknowledges this petitio principii, and then concludes to the absence of a
direct proof. Nevertheless, he suggests an indirect refutation to this objec-
tion, aiming to show that it is impossible not to use PNC in language; thus,
even the rejection of PNC will have to rely on the use of PNC.
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Definite descriptions are ubiquitous in natural languages. Phrases like
“the capital of France” or “the youngest sister of Jack” usually do not lead
to any problems in communication. However, we can easily run into troubles
when we try to provide a satisfactory logical analysis of their behavior. In
fact, proper definite descriptions having a unique designatum, are rather not
problematic, in contrast to those which fail to designate, called improper
(or unfulfilled) definite descriptions. The famous Russellian “the present
King of France”, is of this kind but even innocent-looking “the son of Jack”
may be problematic in case Jack has no son, or more than one.

History of logical and philosophical investigations devoted to the ex-
planation of definite descriptions is fascinating and illuminating. Famous
logicians like Frege, Russell, Hilbert, Bernays, Carnap, Quine, Rosser and
Hintikka — to mention only a few scholars from the earliest stage of inves-
tigation — were strongly engaged in this enterprise. We can find numerous
brilliant analyses and even complete formal theories of this apparently sim-
ple linguistic phenomenon. Yet, despite the efforts, it can be hardly agreed
that a fully satisfactory and commonly accepted theory was provided.

On the other hand, a proof-theoretic apparatus was not yet applied in
this field and we would like to explore this possibility. In particular, we
will show that the application of techniques taken from modern structural
proof theory may shed a new light on the good and bad sides of different
approaches to definite descriptions. No prerequisites are assumed. The
tutorial will be structured in the following way:

I. Survey of the most important and interesting theories of
definite descriptions

In the context of classical logic we will focus on the well known reduc-
tionist approach of Russell and the chosen object theory of Frege and its
formalization provided by Kalish and Montague. Then we describe some
of the theories developed in the framework of free logic by Lambert, Scott,
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van Fraasen and others. We finish the presentation with three different
theories developed on the ground of modal logic by Thomason and Garson,
Goldblatt, Fitting and Mendelsohn.

II1. Presentation of some elements of proof theory required for
further study

We introduce a suitable version of generic sequent calculus, discuss some
of its properties, the problem of cut elimination and extension by extra rules.
Finally we provide a sequent calculus equivalent to Kalish and Montague
version of Fregean theory and prove cut elimination theorem for it.

III. Sequent calculus for modal system based on free logic
which is equivalent to Thomason and Garson’s theory

We prove cut elimination theorem for this system and discuss some pos-
sible extensions of it taken from free logic hierarchy. We provide also a
system for Goldblatt’s theory and explain why cut rule is not eliminable for
it. Finally we consider an open problem of providing a sequent calculus for
Fitting and Mendelsohn’s theory.
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We use concepts all the time to make sense of reality. The quality of
our cognition thereby crucially depends on that of our conceptual schemes
and repertoires, so that: the better our concepts are, the better our cognitive
activities will be. Conceptual engineering is the fast-moving research field
[3,5,6] that means to provide a method to assess, criticize, and improve any
of our concepts working as such cognitive devices [4,5,10,13] [see also 18,20],
that is: to identify conceptual deficiencies, elaborate ameliorative strategies,
and prescribe normative guidelines as to whether and how to use a concept
(vs. to describe how it works as a matter of fact) [1,4,5,19,20]. The aim
of the SUFCE tutorial is to provide a systematic overview of conceptual
engineering, to be divided into three sessions:

e S1: Research Program. The first session of the tutorial will intro-
duce the overall research program of conceptual engineering: its starting
point, its main goal and objectives, along with its most pressing chal-
lenges [6]. A typology of its main variants will be presented, [e.g. 3,5,17]
and the standard objections against them will be critically analyzed,
[e.g. 12] [cf. 18,20].

e S2: Theoretical Foundations. The second session of the tutorial
will then consist in laying down the foundations of conceptual engineer-
ing by developing the theories of cognition (viz. ‘cognitive engineering’)
[10,11,15] and concepts [14,16,21] that are needed to effectively imple-
ment conceptual engineering as a widely applicable method for the cog-
nitive optimization of our conceptual devices.

e S3: Methodological Framework. Finally, the third session of the
tutorial will deliver a method of conceptual engineering constructed as a
fully recast Carnapian method of explication [1] [cf. 7,8], upgraded with
other complementary template procedural methods for re-engineering
concepts (namely, that of ‘conceptual modeling’ [13], ‘levels of abstrac-
tion’ [9], and ‘reflective equilibrium’ [2]).
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Basic knowledge in philosophy language, mind and cognition, as well as
interest in meta-philosophical issues are expected. Further material will be
available in due course. At least one-quarter of each session will be devoted
to discussion (Q&A).
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Lesniewski’s Evolutional Logic

PIERRE JORAY

L’UNITE DE FORMATION ET DE RECHERCHE DE PHILOSOPHIE,
UNIVERSITE DE RENNES 1, FRANCE
PIERRE.JORAY@QUNIV-RENNES1.FR

Different in many respects from standard versions of symbolic logic,
Stanistaw Lesniewski’s systems of logic (called Protothetics, Ontology and
Mereology) present a lot of original and unusual features that continue to be
stimulating for modern logicians and thinkers, since they have been elabo-
rated in Warsaw between the two World Wars. Among these aspects, one of
the certainly most interesting is the way Lesniewski conceived definition as a
process that has to be counted among the usual inference tools, like Modus
Ponens or Universal Instanciation. This peculiarity makes Leéniewski’s sym-
bolic language quite unusual. Instead of being determined once for all with
a set of symbols and a list of rules for the specification of well formed for-
mulae, Lesniewski’s language has to remain open and able to integrate the
many novelties and evolutions that can be step by step introduced by defini-
tions. With these specific symbolic languages, Lesniewski was able to show
that very tiny systems of axioms (including for example only equivalence,
the universal quantifier and a modern sort of copula) can give rise to very
powerful systems of logic.

Lesniewski’s systems are often considered to be very interesting but tech-
nically difficult. With this tutorial my aim is to show that the main stim-
ulating aspects of this non standard logic are actually perfectly accessible,
without specific prerequisite, just an intellectual interest in general logical
matters. Everybody who has this interest is welcome to join. The tutorial
will be divided in the following three one-hour sessions.

I. An open and evolutional symbolic language

In this session, we are going to understand how to build a complete
propositional logic, resting only on the single connective “if and only if”.
The main ideas of this construction are in Lesniewski himself, in Alfred
Tarski (his unique PhD student), but also in Bertrand Russell’s early log-
ical writings. Leéniewski’s achievement in this matter was strongly based
on the new kind of formal language he elaborated: an evolutional language,
in which every part of a formula takes its symbolic status and determined
meaning from the context in which it occurs. Like in natural languages,
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the meaning of a word or a symbol depends on the combination of words
in which it is used and the meaning of an expression (sentence or formula)
depends on the expressions (in particular definitions) that have been previ-
ously asserted. As we will see, Lesniewski discovered very nice notational
solutions in order to warrant both contextuality and logical accuracy.

II. A new Organon

This second session is devoted to the powerful logic of terms Le$niewski
conceived introducing as a single new logical constant a modern version of
the traditional copula (in the tradition, the word “est” in the Latin sentence
“homo est animal” was called a copula). As we will see, this system of logic
includes as a part the standard first order calculus, but it allows, among
a lot of other possibilities, to develop a rich system of oppositions. As an
example, we are going to examine how the definitions of different negations
allows to rebuilt in modern terms the famous system of oppositions studied
by Aristotle in the Organon.

III. Classes and paradoxes

As other logicians of his time Leéniewski developed his logical systems
with the aim to give a foundation to mathematics. In this perspective, one
of the most important issues was the status of classes or sets and the way
to prevent from Russell’s paradox. Lesniewski was not at all satisfied by
Russell’s solution. As a strong nominalist, he was also completely opposed
to any theory supposing the existence of abstract objects, like set theory.
In this session, we are going to explore the brilliant analysis he gave of Rus-
sell’s paradox. This analysis led him to conceive his famous theory devoted
to the part-whole relation: Mereology. This will be a good example to see
how Lesniewski’s logic allows formalizing an applied theory.
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Logic of Desires
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An important and general distinction in philosophy of mind is between
epistemic attitudes and motivational attitudes. This distinction is in terms
of the direction of fit of mental attitudes to the world. While epistemic
attitudes aim at being true and their being true is their fitting the world,
motivational attitudes aim at realization and their realization is the world
fitting them. The philosopher John Searle calls “mind-to-world” the first
kind of direction of fit and “world- to-mind” the second one. There are dif-
ferent kinds of epistemic and motivational attitudes with different functions
and properties. Examples of epistemic attitudes are beliefs, knowledge and
opinions, while examples of motivational attitudes are desires, preferences,
moral values and intentions. The course is aimed at discussing logics for
modeling static and dynamic aspects of motivational attitudes whose most
representative example is the logic of desires.

The first session of the tutorial will devoted to discuss the logic of desires in
opposition to the logics of knowledge and belief (epistemic logic and doxastic

logic).

The second session of the tutorial will be devoted to the problems of pref-
erence generation and intention formation: (i) how preferences of agents are
determined both by her desires and by her moral values, and (ii) how beliefs and
preferences determine choices and are responsible for the formation of new in-
tentions about present actions (present-directed intentions) and future actions
(future- directed intentions).

The third session will be devoted to the dynamic aspects of desires including
desire expansion and desire revision as well as the connection between desire
and belief change, on the one hand, and preference change on the other hand.

*Institut de Recherche en Informatique de Toulouse
fCentre National de la Recherche Scientifique
HLogic, Interaction, Language and Computation

64


https://www.irit.fr/~Emiliano.Lorini

Tutorials

Bibliography

1. D. Dubois, E. Lorini & H. Prade, “The Strength of Desires: a Logical
Approach”, Minds and Machines, forthcoming.

2. E. Lorini, “A logic for reasoning about moral agents”, Logique et Ana-
lyse , vol. 58(230), 2016, pp. 177-218.

3. E. Lorini & A. Herzig, “A logic of intention and attempt”, Synthese,

vol. 163(1), 2008, pp. 45-77.

65



Handbook of the 6th World Congress and School on Universal Logic

On the complexity of the model checking problem
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The apparently benign task of checking whether a finite structure mod-
els a given sentence from first order logic (FO) and how efficient it might be
to run this task on a computer reveals a vivid realm at the interface between
computer science and mathematics mixing numerous and diverse fields.

For example, the model checking of a primitive positive sentence (a
first-order sentence using only 3 and A) is better known as the Conjunctive
Query Containment in Database theory; it can be recast as the existence of
a homomorphism between two structures which is a well studied extension
of Graph Colouring in Combinatorics; it is nothing else than a Constraint
Satisfaction Problem popular in the Artificial Intelligence community. Per-
haps more surprisingly its complexity is governed by algebraic properties of
the model from Universal Algebra studied in Clone theory.

The dichotomy conjecture first proposed by Feder and Vardi in the
early nineties stipulates that according to the model this problem is ei-
ther tractable (solvable in Polynomial time) or intractable (NP-complete).
Around January 2017 three independent proofs have been proposed for this
conjecture.

We will give a personal view of this field by focusing on fragments of first
order logic where again algebra plays a prominent role in understanding and
studying the complexity of the model checking problem. These syntactic
fragments will be defined by selecting allowed symbols among the following:
V,3,A, v, = and #.

There are no specific prerequisites. The tutorial will be divided in three
sessions detailed hereafter.

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes
fCentre National de la Recherche Scientifique
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I. Constraint Satisfaction Problem and the dichotomy
conjecture

We will briefly recall the context from Complexity theory (P vs NP,
Ladners’s theorem) before introducing formally the dichotomy conjecture.
So, we focus in this session on the complexity of the model checking of
a given primitive positive sentence (fragment 3 A) when parameterised by
the model, a problem known as the constraint satisfaction problem (CSP).
We will in fact concentrate on the special case when the model has only
two elements, which amounts to a variant of propositional Satisfiability
(SAT) and sketch the proof of its dichotomy — this is a result know as
Schaefer’s dichotomy. Methodologically, the proof relies on a non trivial
case analysis that amounts to finding the border between tractable and in-
tractable cases on an underlying algebraic object known as [Post’s lattice.
We will explain in some details why this is the case. In particular, it will be
quite illuminating to see how preservation of the model under certain well
behaved Boolean functions will make complete certain well known incom-
plete algorithms.

If times allow, we will conclude this session with glimpses of the proofs
of more general partial results supporting the dichotomy conjecture.

II. What about other fragments of FO?

Bounded model checking from verification is often reduced to the satisfi-
ability problem of quantified Boolean sentences (QBF) that is propositional
sentences with variables that are either existential or universal. Many Sat
solvers go beyond instances in conjunctive normal form (CNF) and allow
some disjunction. This motivates us to investigate fragments of FO allowing
the universal quantifier or the disjunction as a connective. Another more
prosaic motivation is that studying a fragment of FO that is very expressive
will limit the number of cases to study and one might obtain a complex-
ity classification that is still rather elusive in the case of more restricted
fragments of FO.

We will briefly recall the complexity context when one throws universal
quantifiers to the mix (Alternating Turing machines, Pspace). We will show
that some fragments of FO such as primitive positive first order logic with
disequalities (fragment 3 A #) can be classified as corollaries of Schaefer’s
theorem.

With the exception of these and the fragment corresponding to CSP and
its universal extension the QCSP, all other fragments can be classified and
exhibit a strange behaviour : tractability is not explained by complicated
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algorithms but rather by very simple logical properties of the model, namely
that a type of quantifier can be relativised to a specific constant of the model.

We will discuss in particular the case of equality free positive first-order
logic (fragment 3 V A V) a fragment for which one obtains a tetrachotomy
governed by the surjective hyper endormorphisms of the model.

III. Quantified CSP, some progress for the last remaining
open case

If one assumes that one of the recent proof proposed for the dichotomy
conjecture is correct, there is a single fragment for which the complexity is
not classified, namely positive Horn (fragment 3 V A). The model check-
ing problem known as the QCSP is to the CSP what QBF (or QSAT) is
to SAT. Some partial results seem to suggest that for a given model the
QCSP is either as hard as the general problem (Pspace-complete) or of the
same complexity as a hard CSP (NP-complete) or tractable (polynomial
time solvable). That is QCSP would follow a trichotomy between Pspace
complete, NP-complete and P.

The drop in complexity from Pspace to NP seems to be explained also by
a slightly more advanced form of relativisation of the universal quantifiers,
best explained in terms of restricted games and interpolation of complete
Skolem functions from families of partial ones. One natural example known
as the collapsibility property enjoyed by some models amounts to the case
when it suffices to check the cases where all universal variables of the sen-
tence but a bounded number take a constant value known in advance.
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Charles Sanders Peirce is, as Alfred Tarski has rightly reminded us, the
father of the logic of relations. Although Augustus de Morgan pioneered
investigation into the logic of dyadic relations as an outgrowth of his mathe-
matical study of syllogistic, it was Peirce who first developed a general logic
of relations, that is, a logic for relations of any adicity (valency) whatsoever.
The corazon de corazon of this logic is Peirce’s so-called “Reduction Thesis”,
consisting of two controversial clauses. The first of these is a necessity clause
stating that, besides monadic relations (one-place predicates) and dyadic re-
lations, a relationally complete logic must also have genuine triadic relations,
that is, three-place relations which cannot be analyzed into combinations of
relations of lesser adicity. The second clause is a sufficiency clause, specif-
ically, the claim that genuine triadic relations, together with monadic and
dyadic relations, suffice for a relationally-complete logic. The means for
composing all other (n>3)-adic relations are two logical operations, namely,
the unary operation of auto-relative multiplication and the binary operation
of relative multiplication. Peirce’s Reduction Thesis has been all but uni-
versally rejected, often even by scholars sympathetic to Peirce and his work
in logic. This tutorial explicates his contentious thesis and subsequently
presents two topological models for his logic of relations. One is a variant
of topological graph theory, called Peircean Relational Graph Theory, and
the other uses surface theory, called Peircean Relational Surface Theory.
These two models provide justification for his remarkable contribution to a
universal logic of relations including proofs of his Reduction Thesis, one in
each model.

“We homely thinkers believe that, considering the immense amount
of disputation there has always been concerning the doctrine of
logic, and especially concerning those which would otherwise be
applicable to settle disputes concerning the accuracy of reasonings
in metaphysics, the safest way is to appeal for our logical principles
to the science of mathematics, where error can only long go unex-
ploded on condition of not being suspected.”

— C.S Peirce, The Regenerated Logic
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Synopses of Tutorial Sessions

I. Peirce’s Logic of Relations and Peircean Relational Graph
Theory

C.S. Peirce’s view that mathematics is the science of necessary reason-
ing about hypothetical possibilities by means diagrams will be introduced.
Further, his contention that logic requires topology will be briefly examined.
Peirce’s diagrammatic logic of relations will be explicated including his “Re-
duction Thesis,” specifically, the thesis, that a relationally complete logic
requires, but only requires monadic, dyadic, and triadic relations. The fun-
damentals of Peircean Relational Graph Theory (PRGT), a radical variant
of standard graph theory will be delineated. It will be shown that PRGT
is able to represent straightforwardly both relations of one, two, and three
adicities and the logical operations of auto-relative and relative multiplica-
tion.

II. Garnering the First Fruits of PRGT and Those of a Later
Gleaning

The representational scope and power of PRGT will be presented via
relevant combinatorial formulas as well as diagrams of relational networks.
Several key theorems will be demonstrated culminating in a proof of Peirce’s
Composability-of-Relations Theorem (The Reduction Thesis justified). A
taxonomy of general varieties of relational networks willed be tabulated. As
a preamble and a propaedeutic to the third session, surface diagrams which
are two-dimensional counterparts to the one-dimensional diagrams of PRGT
will be introduced. The gluing of surfaces with boundaries will be presented
as the means to represent auto-relative and relative multiplication.

III. Peircean Relational Surface Theory

Employing some insights of such pioneers in topology as A.F. Mdbius
and Max Dehn, three surface models for Peirce’s logic of relations will be
explored, specifically:

1) a cap/sleeve/pair of pants model,

2) a model of spheres with one, two, and three discs excised,

3) a disc/annulus/bi-annulus model. While a disc, an annulus, and a bi-
annulus are homotopically distinct from each other, the above three
models are homotopically equivalent. This will be diagrammatically dis-
played and algebraically demonstrated.
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A problem with using these surface models to represent Peirce’s logic of
relations will be discussed and then solved, involving the use of deformation
retractions of the disc, the annulus, and the bi-annulus as necessary aspects
of an adequate model Peirce’s logic of relations in two dimensions.
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Useful Links

Charles Peirce Society

Peirce.org

Centro de Sistematica Peirceana

Grupo de Estudios Peirceano

Institute for Studies in Pragmaticism

Helsinki Peirce Research Centre

Centro de Estudos de Pragmatismo, Sao Paulo, Brazil

Charles Sanders Peirce: Logic, Internet Encyclopedia of Philosophy
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Wittgenstein’s Logic

(GIOVANNI MION

DEPARTMENT OF HUMANITIES AND SOCIAL SCIENCES,
IsSTANBUL TECHNICAL UNIVERSITY, TURKEY
GMION22@QGMAIL.COM

ERIK THOMSEN
CTOf| AT BLENDER Loacic, CAMBRIDGE, Mass, USA
ETHOMSENQETWORKS.ORG

The tutorial will be focused on Wittgenstein’s logic in the Tractatus. It
is divided into three sections:

I. Quantification

In the first section, we will explore Wittgenstein’s account of quantifi-
cation. See in particular sections 5.3, 5.501 and 5.52 of the Tractatus.

I1. Decidability

In the second section, we will explore Wittgenstein’s philosophy of logic.
In particular, we will focus on Wittgenstein’s claim that “proof in logic is
merely a mechanical expedient to facilitate the recognition of tautologies in
complicated cases” (6.1262). See also section 6.1203.

III. The color exclusion problem

Finally, in the last section, we will discuss the color exclusion problem
and Wittgenstein’s later attempt to overcome the shortcomings of his logical
atomism. See in particular section 6.3751:

“For example, the simultaneous presence of two colours at the same
place in the visual field is impossible, in fact logically impossible,
since it is ruled out by the logical structure of colour. Let us think
how this contradiction appears in physics: more or less as follows
— a particle cannot have two velocities at the same time; that is
to say, it cannot be in two places at the same time; that is to say,
particles that are in different places at the same time cannot be
identical. (It is clear that the logical product of two elementary

*Chief Technology Officer
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propositions can neither be a tautology nor a contradiction. The
statement that a point in the visual field has two different colours
at the same time is a contradiction.)”
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Reasoning on data: the ontology-mediated
query answering problem

MARIE-LAURE MUGNIER
UNIVERSITY OF MONTPELLIER, FRANCE
MUGNIER@QLIRMM.FR

Knowledge representation and reasoning (KR) is the field of artificial in-
telligence that studies formalisms, mostly based on logics, to represent and
do reasoning with various kinds of human knowledge. Modern information
systems often comprise a knowledge base expressed in a KR language. At
the core of a knowledge base, there is a so-called ontology, which defines the
conceptual vocabulary of the knowledge base and describes general knowl-
edge about a domain of interest. Formally, an ontology is a logical theory in
a fragment of first-order logic, which may be more or less expressive. The
simplest ontologies define hierarchies of concepts and relations, while richer
ontologies are often expressed in description logics, a prominent family of
KR languages devoted to representing and reasoning with ontologies, or
rule-based languages. Another classical component of a knowledge base is
the fact base, which contains assertions about specific individuals.

In the last decade, the increasing amounts of available data, which may
be large, complex, heterogeneous and/or incomplete, have deeply impacted
the field. How to better access data by incorporating knowledge, typically
expressed in ontologies, has become a crucial issue, at the crossroad of KR
and data management. On the KR side, the challenge was to tackle a new
reasoning task, namely querying data (whereas classical KR problems such
as consistency checking or classification can be recast as very specific query
answering problems), which required to find new languages and algorithmic
techniques offering various tradeoffs between expressivity and tractability
of reasoning. On the data management side, the challenge was rather to ex-
tend query answering techniques to take into account knowledge. The issue
of querying data while taking into account inferences enabled by an ontol-
ogy has received several names, it will be called ontology-mediated query
answering in this talk. It can also be seen as querying a knowledge base,
composed of an ontology and a (possibly virtual) fact base linked to data
sources.

The aim of this tutorial is to give an overview of ongoing research in
KR on ontology-mediated query answering. The main KR formalisms in-
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vestigated in this context will be presented, and compared with respect to
expressivity, decidability and computational complexity, with a special fo-
cus on a recent family of formalisms, namely existential rules.

II.

I1II.

The tutorial will be divided in three parts:

I will first present the context and the main notions related to ontology-
mediated query answering: the logical view of queries and data; ontolo-
gies in computer science; knowledge bases; relevant knowledge repre-
sentation and reasoning formalisms; fundamental problems on knowl-
edge bases.

Then I will present in more detail the main formalisms studied in the
context of ontology-mediated query answering: Horn description log-
ics and existential rules. Description logics are decidable fragments
of first-order logic, and their Horn subset is roughly obtained by dis-
allowing any form of disjunction. Existential rules are also known
as the Datalog+ family, or tuple-generating dependencies in database
theory, and they generalize both Horn description logics and Datalog,
the querying language for deductive databases. The basic algorithmic
approaches to ontology-mediated query answering will be reviewed.
The last part will be devoted to decidability issues in the existential
rule framework. Logical entailment with general existential rules is
not decidable, however many subclasses for which it is decidable have
been defined. I will present the landscape of decidable classes of rules
and explain the ideas behind decidability properties.
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Logic and Computer Programming
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The aim of this tutorial is to acquaint attendees with the primary models
of program semantics; to present logics based on formal program models; to
study relationship between such logics; to discuss applicability of program
logics in program analysis and verification.

Computer Programming, as well as Software Engineering in general,
is a grateful area of logic application. Logics can be used at every stage
of software development cycle, in particular, during requirement analysis,
specification, design, verification, and testing.

To be successful, such logics should adequately represent essential fea-
tures of the development stages. Among various logics, oriented on software
development, the central place belongs to logics describing main properties
of computer programs. Such logics should be based on formal program
models.

The tutorial consists of three sessions:

I.  Review of program-oriented logics. Formal models of programs.

II. Program-oriented first-order logics of predicates and functions with
non-fixed arity. Their relationships with classical first-order logic.
Soundness and completeness of logics.

III. Program logics of Floyd-Hoare style of partial predicates and functions
over hierarchical data structures. New consequence relations, their
properties. Applicability of program logics.

The main questions to be discussed during the first session are a short
review of program-oriented logics and main methods of description of formal
semantics of programs:

e denotational semantics in style of Scott-Strachey;
e operational semantics in style of Gordon D. Plotkin;
e axiomatic semantics in style of Floyd-Hoare.

Then we describe various classes of mappings used to represent program
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semantics such as n-ary mappings, mappings with non-fixed arity (quasiary
mappings), and mappings over hierarchical data. We demonstrate that
these classes have different compositional properties that affect program
construction and investigation.

During the second session, we construct various first-order logics based
on the described classes of mappings. We demonstrate that each logic has
specific features which are not characteristic for classical logic based on n-
ary mappings. Soundness and completeness of such logics are discussed.

The last session is devoted to construction of various types of Floyd-
Hoare program logics.

We investigate classical Floyd-Hoare logic, logics with partial predicates
and functions, logics over hierarchical data. Such analysis demonstrates
that even in a case of simple programs we have to introduce new rather
complicated consequence relations and new rules of calculi.

In conclusion, we formulate the main challenging problems of program
logics construction and investigation and discuss approaches to their solu-
tion.
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Analogical Reasoning

HENRI PRADE
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PRADEQIRIT.FR

Analogical reasoning has been known as a noticeable form of plausible
and creative reasoning since Antiquity. Still it has remained apart from
logic, since its conclusions do not offer the guarantees of syllogistic and
more generally deductive reasoning. Closely related to analogical reasoning
is the notion of analogical proportions. They are statements of the form “a
is to b as ¢ is to d”. For about two decades now, their formalization and
use have raised the interest of a number of researchers. Ten years ago, a
propositional logic modeling of these proportions has been proposed. This
logical view makes clear that analogy is as much a matter of dissimilarity
as a matter of similarity.

Moreover, an analogical proportion is a special type of logical pro-
portions, a family of quaternary operators built as a conjunction of two
equivalences linking similarity or dissimilarity indicators pertaining to pairs
(a,b) and (c,d). Homogeneous logical proportions (which include analogical
proportion) and heterogenous logical proportions are of particular interest.
These remarkable proportions play a key role in the solving of various in-
telligence quizzes. Moreover analogical proportion-based inference has been
experimentally shown to be quite good at classification tasks. Recent theo-
retical results suggest why.

The tutorial provides an introduction and a detailed discussion of the
above points and related issues. It is organized as follows:

I.  The first lecture singles out analogical proportion among logical pro-
portions. Logical proportions, a family of particular quaternary Boolean
operators built from similarity or dissimilarity indicators between pairs,
are first introduced. Then, different sub-families are identified accord-
ing to their definitional structure, or some characteristic properties.
Analogical proportion appears as one of the four symmetrical logi-
cal proportions that are code independent (which means that their
truth value does not change when 0 and 1 are exchanged). Analogical
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II.

I11.

proportion is uniquely characterized among these four proportions by
satisfying reflexivity (“a is to b as a is to b”) and the central permu-
tation property (if “a is to b as ¢ is to d” then “a is to ¢ as b is to
d”). Other noticeable properties of analogical proportion and relations
with other proportions are presented, as well as a discussion in terms
of structures of opposition.

The second lecture is devoted to analogical proportion-based inference.
Indeed analogical proportions are at the basis of an inference mecha-
nism (which can be related to the basic analogical reasoning pattern)
that enables us to complete or create a fourth item (described by means
of Boolean attributes) from three other items. The good results of this
inference in solving quizzes and in classification problems are then re-
ported. The fact that this inference can never be wrong in case the
classification function is an affine Boolean function is emphasized. We
also discuss the differences with case-based reasoning and case-based
decision.

The third lecture is devoted to extensions of analogical proportion
beyond the Boolean case on the one hand and to the use of other
logical proportions on the other hand. Multiple-valued logic extensions
enable us to handle items described with numerical attributes, while
the extension of analogical proportion to non distributive lattices make
possible to define and identify such a proportion between concepts in
a formal context, in the sense of formal concept analysis. Besides, the
four non symmetrical code independent logical proportions are also
worth of interest since they express that there is an intruder in a 4-
tuple that is not in some definite position in the tuple. Lastly we
explain how these proportions can be used as well in classification.
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MMT — Meta-Meta-Theory and/or Tool:
A Framework for Defining and Implementing
Logics

FLORIAN RABE

LRI, CoMPUTER SCIENCE COURSE, UNIVERSITE PARIS-SUD, FRANCE
KWARdf] GROUP, UNIVERSITY OF ERLANGEN, GERMANY
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MMT is a framework for designing formal languages and building knowl-
edge management applications for them. It systematically avoids a com-
mitment to a representational paradigm, a particular concrete or abstract
syntax, or a particular semantics and thus naturally subsumes type theo-
ries, logics, set theories, ontology languages, etc. Despite this high degree
of generality, MMT includes generic solutions to deep problems including
IDE, web browser, module system, and type checking. Therefore, design-
ing logics and applications inside MMT can yield very strong systems at
extremely low cost.

I. Overview and demo

Optionally bring your notebooks to install MMT

II. Language Design in MMT
I1I. Application Development in MMT
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Logic-based reasoning for information integration
and data linkage

MARIE-CHRISTINE ROUSSET

INSTITUT UNIVERSITAIRE DE FRANCE,
LABORATOIRE D’INFORMATIQUE DE GRENOBLE,
UNIVERSITE GRENOBLE ALPES, FRANCE
MARIE-CHRISTINE. ROUSSET@IMAG.FR

Biography: Marie-Christine Rousset is a Professor of Computer Science at
the University of Grenoble Alpes and senior member of Institut Universitaire
de France. Her areas of research are Knowledge Representation, Information
Integration, Pattern Mining and Semantic Web. She has published around
100 refereed international journal articles and conference papers, and par-
ticipated in several cooperative industry-university projects. She received
a best paper award from AAA in 1996, and has been nominated ECCAIF:I
fellow in 2005. She has served in many program committees of international
conferences and workshops and in editorial boards of several journals.

Information integration and data linkage raise many difficult challenges,
because data are becoming ubiquitous, multi-form, multi-source and musti-
scale. Data semantics is probably one of the keys for attacking those chal-
lenges in a principled way. A lot of effort has been done in the Semantic Web
community for describing the semantics of information through ontologies.

In this tutorial, I will show that description logics provide a good model
for specifying ontologies over Web data (described in RDF), but that re-
strictions are necessary in order to obtain scalable algorithms for checking
data consistency and answering conjunctive queries. I will explain that the
DL-Lite family has good properties for combining ontological reasoning and
data management at large scale.

Finally, I will describe a unifying rule-based logical framework for rea-
soning on RDF ontologies and databases. The underlying rule language
allows to capture in a uniform manner OWL constraints that are useful in
practice, such as property transitivity or symmetry, but also domain-specific
rules with practical relevance for users in many domains of interest.
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I will illustrate the expressivity of this framework for modeling Linked
Data applications and its genericity for developing inference algorithms. In
particular, I will show how it allows to model the problem of data linkage
in Linked Data as a reasoning problem on possibly decentralized data. I
will also explain how it makes possible to efficiently extract expressive mod-
ules from Semantic Web ontologies and databases with formal guarantees,
whilst effectively controlling their succinctness. Experiments conducted on
real-world datasets have demonstrated the feasibility of this approach and
its usefulness in practice for data integration and information extraction.

Everybody interested in description logics, databases and information
integration is welcome to join. There is no specific prerequisites. The tuto-
rial will be divided in the following three sessions:

I.  This part will be devoted to introduce the problems of information
integration and data linkage from heterogeneous data sources, in par-
ticular in the setting of the Web of data (also called Linked Data), and
the ontology-based approach to address these problems.

II.  This part will be devoted to description logics, their use for specifying
ontologies and the associated inference algorithms for reasoning on
data in presence of ontologies.

III. In this last part, we will present a unifying rule-based logical framework
for reasoning on RDF ontologies and databases, based on Datalog and
its extensions.

Bibliography
e S. Abiteboul, I. Manolescu, Ph. Rigaux, M.-Ch. Rousset & P. Senellart,
Web Data Management, Cambridge University Press, 2012.

Useful Link
e |Website of the book Web Data Management
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Louis Couturat (1868-1914): Early symbolic logic
and the dream of a characteristica universalis

OLIVER SCHLAUDT
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF HEIDELBERG, GERMANY
OLIVER.SCHLAUDTQURZ.UNI-HEIDELBERG.DE

It is known that Bertrand Russell turned to logic after having become
acquainted with the work of the Italian mathematician Giuseppe Peano. He
was personally introduced to the latter in 1900, at the First International
Congress of Philosophy in Paris, by a French colleague, responsible for the
Logic Section of the Congress: Louis Couturat.

Who was this French philosopher? History of logic almost completely ig-
nores him, because he didn’t contribute to the field. Nevertheless he played
an important role in the development of the discipline. He was among
the first who grasped the appeal of the new “algorithmic logic”, renewing
Leibniz’ dream of a characteristica universalis, and started very early to
integrate modern logic into the philosophy curriculum at the French uni-
versity. He wrote several introductory works on logic for the French public.
And he created a vast network of correspondents, extended from Argentina
to Russia, including among others Russell, Peano, Peirce, MacColl, Frege
and Schroeder. He devoted himself to mutually connect these scholars and
to make circulating their ideas through the scholarly world at a maximum
speed.

In this tutorial, we will try to grasp the work of Couturat in its entire
scope, ranging from his work on Leibniz to the philosophy of mathematics,
epistemology, and logic. Beyond his published work we will also consult
his correspondence and his unpublished manuscripts (e.g. on the history of
mathematical logic).

I. Louis Couturat

In the first session, I will provide an overview over the life and the
work of Louis Couturat. In particular, I will elaborate his philosophical
programme which eventually led him to study contemporary advances in
symbolic logic and to make considerable efforts for introducing symbolic
logic in France. I will also present and analyze his various activities as a
reviewer, editor, conference organizer, international “mail box”, partisan of
international auxiliary languages, and so on.
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I1. Philosophy of logic

In the second section, I will outline Couturat’s philosophy of logic, fo-
cussing on two major topics: firstly, the relation between logic and mathe-
matics and in particular the question of logicism, discussed by Couturat in
form of the alternative “algebra of logic or logic of algebra”; secondly, I will
show how Couturat’s criticisms of various systems of symbolic systems fits
into a larger semiotic approach, covering also mathematics, the algebras of
the natural sciences (e.g. chemical formulae) and even natural languages.

I11. History of logic

The third and last session will focus Couturat’s construction of a “His-
tory of mathematical logic” in his unpublished series of lectures at College
de France in 1904/05. We will especially analyze the relation between the
contemporary discussions in logic and the kind of questions Couturat tried
to answer in his historical account.

Bibliography
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Logic and Religion
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From a historical point of view, logic has been a constant companion
of philosophical reflections about religion. Arguments for and against the
existence of God have been proposed and subjected to logical analysis in
different periods of the history of philosophy. In discussions on the concept
of God too logic has played a considerable role. With the rise of modern
logic, in the beginning of twentieth century, and the analytic philosophy of
religion, in the fifties, the connection between logic and religion has become
much more established. A result of this development was the series of events
World Congress of Logic and Religion, whose first and second editions took
place, respectively, in Joao Pessoa, Brazil, in 2015, and in Warsaw, Poland,
in 2017; the 3rd World Congress on Logic and Religion will take place in
Varanasi, India, in 2019. The purpose of this tutorial is to introduce the
field of Logic and Religion from the perspective of philosophical inquiry;
nonetheless, something will be said about the role played by logic in world
religious traditions.

I. General perspectives on Logic and Religion

In the first part of the tutorial I will speak about the role played by
logic in religion, both from the philosophical and religious perspective. I
will point out how logical notions appear in different religious traditions
and how a good deal of logical reasoning is needed to make sense of good
part of what they say. I will also speak about two of the most traditional
philosophical undertakings related to God and religion: the construction
and appraisal of arguments for and against the existence of God and the
logical analysis of the concept of God.

II. Arguments for and against the Existence of God

In the second part of the tutorial I will deepen the issue of the construc-
tion and appraisal of arguments for and against the existence of God. After
giving a short historical background, I will explain the varieties of argu-
ments found in both religious and philosophical traditions. After that I will
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concentrate on two instances of such arguments. On the side of theist ar-
guments, I will examine Anselm’s ontological argument found in the second
chapter of his Proslogion and some recent attempts to logically formalize
it. On the side of the atheist arguments, I will examine the role played by
logic in Hume’s exposition of the problem of evil and the response given by
Alvin Planting known as the free-will defense.

I1I. The Concept of God

In the last part of the tutorial I will move to the analysis of the concept
of God. I will first speak about the project inaugurated by Anselm nowa-
days called Perfect Being Theology (which consists in, from some definition
of God as a maximally perfect being, logically derive God’s properties or
perfections such as uniqueness, omniscience, omnipotence, moral perfection,
omnipresence, eternality, impassibility and simplicity). After that I will look
on how this project and the logico-philosophical inquiry about divine prop-
erties has been conducted in recent philosophy of religion.
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Tractarian Logic and Semantic Technologies
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IsTANBUL TECHNICAL UNIVERSITY, TURKEY
GMION22@QGMAIL.COM

From voice recognition and natural language processing, to semantic in-
teroperability and automated reasoning, semantic technologies are the latest
and quite possibly last frontier in information science. From banking to de-
fense, the modern world runs on semantic technologies. Semantic technolo-
gies find the best route, identify friends, make economic predictions, and
translate languages. Yet, they do not stand on their own. Rather they are
grounded in the more abstract world of logic which focuses on such issues
as propositional form, well formedness, substitution criteria, quantification,
logical grammars and certainty versus probability.

Early computer science pioneers were well versed in the logic models
inspired by Boole, Frege and Russell (and later by Carnap, Church, Tarski
and Quine to name but a few) — what became classical first order logic
‘FOL’. As a result, semantic technologies such as Relational Databases,
Natural Language Processing and OWIEI (the predominant model for se-
mantic/knowledge representations) were all grounded in FOL.

However, the intellectual lineage that became FOL was not without its
opponents, almost from the beginning. The Cambridge of pre-war England
was also home to Ludwig Wittgenstein whose Tractatus provided, in sig-
nificant respects, an alternative approach to logic from that espoused by
Russell.

The divide between Russell and Wittgenstein still lives today. And it
is of supreme relevance to both theoretical and applied logicians because
it points to unanswered foundational issues in logic AND practical conse-
quences stemming from foundational problems. Moreover, semantic tech-
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nologies have been evolving, based on empirical feedback, in directions that
make them look less classical; rather more non-classical — specifically, Trac-
tarian.

So what was Wittgenstein’s Tractatus really about? And what makes

it relevant today? Though written in a dense and aphoristic style, the
Tractatus dealt squarely with many of the foundational issues that must be
addressed by any semantic technology including:

S TUk W

II.

III.

Boundaries between lexical and semantic processing

Boundaries between abstract typing systems and semantic types
The structure of knowledge

The interplay of formal and probabilistic reasoning

Meaning versus reference

Saying versus exemplifying/showing

The tutorial is thus divided into three sections:

In the first section, we describe how Wittgenstein’s logic in the Trac-
tatus (and his lectures from the early 1930s) differs from what became
absorbed into consensus first order logic FOL. Towards that end we
will revisit the Tractatus in the light of Wittgenstein’s lecture notes
from 1930 where he first rearticulated central points in the Tractatus
having had ten years to think about them. We will look in depth at
several passages in the Tractatus in this light including 2.0131, 3.314,
3.333, 3.342, 4.0312, 4.1272 and 5.

In the second section, we make the link to show where Wittgenstein’s
ideas about logic are relevant for the design of semantic technolo-
gies. We will focus on knowledge representation and natural lan-
guage processing. For example, we will show that for Wittgenstein,
all semantic technologies must be grounded in abstract typing sys-
tems. And logical operators link experiential (sense) propositions to
molecular/composite representations.

In the third section, we describe the limitations of current semantic
technologies especially in the areas of natural language and multi-
sensory (i.e., multi-modal) representation and how those limitations
can be traced to limitations in the consensus understanding of first
order logic FOL. Finally, we describe some current semantic engineer-
ing efforts in the fields of multi-domain semantic fusion and natural
language understanding that are explicitly based on Tractarian logic.
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On Logical Modeling of the Information Fusion
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Information fusion is one of the most successful theories developed since
about 20 years. However its meaning is still the subject of intense debate
[2]. Despite its interpretational problems, recently researchers started suc-
cessfully applying the apparatus of information synthesis to the economy,
finances, sensory fusion, databases integration etc. W.A. Sander in “Infor-
mation Fusion” [6] describes the domain as follows:

Information Fusion or Data Fusion is the process of acquisition, fil-
tering, correlation and integration of relevant information from var-
ious sources, like sensors, databases, knowledge bases and humans,
into one representational format that is appropriate for deriving de-
cisions regarding the interpretation of the information, system goals
(like recognition, tracking or situation assessment), sensor manage-
ment, or system control.

The aim of the tutorial is to give an overview of a few chosen models and
information synthesis formalisms. We introduce three models of the fusion
operator on theories/specifications. See e.g. [2] for other fusion models. No
previous knowledge of information fusion is assumed, but we will do assume
basic knowledge of propositional and first-order logic.

Everybody interested in logical modeling is welcome to join. The tutorial
will be divided in the following three sessions.

I. Fusion by Products

We start with a quick historical overview of the fusion problem and
we present the first fusion formalization under the generalized products of
relational structures. Fraissé-Hintika-Galvin Autonomous Systems are the
main tool for the decision synthesis of models of first-order theories under
products of models [4,7,8].

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes
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II. Los Ultrasynthesis

This lecture will be devoted to the exposition of the theory synthesis
extracted from the analysis of the celebrated Los Ultraproduct Theorem
[7,8]. A special case of such an Ultrasynthesis Operator for theories of
initial segments of a standard model of arithmetics [1], formulated by M.
Mostowski, will be the principal subject of our investigations.

III. Sensory Minimization

We conclude by the Dasarathy’s [5] Sensory Fusion Minimization ques-
tion on the minimal number of sensors necessary for the recognition of any
object. Here the formalism of the sensory fusion is based on the multi-head
finite automata recognition. Under the sensing multi-head automata model
we prove the so called '3-sensory Theorem’ [3], saying that three sensors
only are sufficient.
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Mathematics and Logic in Ancient Greece
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The question of the relation of mathematics and logic in ancient Greece
has puzzled many historians, who viewed no connection between Euclidean
geometrical demonstration and logical reasoning as conducted within Aris-
totle’s syllogistics and Stoic propositional logic.

The aim of this tutorial is to identify logical principles and modes of
reasoning as applied in mathematics and in philosophical thinking. Logical
thinking manifests itself in mathematical and philosophical reasoning over
such fundamental questions, as the problem of the finite and the infinite
and thereby of the finitary and infinitary methods of handling the infinite
and the modes of reasoning about it, the problem of classes of finite objects
and the status of their existence, and other relevant problems.

I. The finitary arithmetic of Euclid’s Elements

(1) The “domain” of Euclid’s “Elements”, Book VI. The Euclidean number
— arithmos — has the following formal structure: A = {aF}, where E des-
ignates the unit and a is the number of times (multitude) that E is repeated
to obtain the number A, denoted by a segment.

Euclid constructs his arithmetic for the numbers-arithmoi, that is for
the numbers designated as segments, while the arithmetic of multitudes
is taken for granted. Thus, arithmetic is constructed as formal theory of
numbers-arithmoi, while the concept of multitude or iteration number has
a specific meta-theoretical character.

(2) Equality. The concepts “equal”, “less”, “greater”, to which today are
ascribed a purely quantitative meaning, in Euclid seems to be also asso-
ciated with the geometric notion of relative position, but also applied to
multitudes when Euclid compares two sets of numbers-arithmoi.

(3) Generality. Euclid sometimes uses quantificational words applied to
numbers-arithmoi, although such expressions are very rare. The most com-

mon way by which Euclid expresses generality is to speak about arithmos
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without article. Thus, most enunciations in Euclid’s arithmetical Books
state some property about numbers, where arithmos is used without arti-
cle. However, when he proceeds to the ekthesis of a proposition, general
statements about numbers are interpreted as statements about an arbitrary
given (indicated) number. In virtue of the instantiation described above
the process of proof takes places actually with an arbitrary given number.
This “rule of specification” is considered inversible, although Euclid applies
explicitly the inverse rule very rarely in the arithmetical Books. The degree
of generality attained in this way is no higher than generality expressible
by free variables ranging over numbers.

(4) Fundamental concepts. The basic undefined concept of Euclidean arith-
metic is that of to measure (katametrein), which underlies most of the kinds
of numbers defined by Euclid. The concept “a number B measures a num-
ber A” can be interpreted as follows: B measures A = (B < A) & (A =nB),
that is A is obtained by n repetitions of B.

(5) Implicit assumptions concerning reasoning over infinite processes. In the
proofs of Proposition 1 and 2, exposing the process of anthyphairesis, Euclid
uses the following implicit assumptions:

i.  The least number principle: a set of multiples nB, such that nB > A
has a least element ng, such that ngB > A, yet (ng-1)B < A.

ii. The infinite descent principle: the process of anthyphairesis will termi-
nate in a finite number of steps, that is the chain A > B > B; > By >
...> By > ... is finite.

iii. If X measures A and B, then X measures A + B, that is if A = mX,
B=nX,then A+ B=(mz=n)X.

The first assumption is equivalent to the principle of mathematical in-
duction if the following axiom is added: every number (except the unit)
has a predecessor. The second assumption is equivalent to the principle of
mathematical induction and is used in Proposition 31. However, the use of
these principles has always finitary character in Euclid.

(6) Introduction of entities of higher complezity. In Propositions 20-22, Eu-
clid uses the “class” of all pairs that “have the same ratio”. Each such class
is uniquely associated with one pair of numbers, namely the least pair of
numbers that have the same ratio. Euclid gives an effective procedure for
finding such a least pair.
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(7) The finitary principle and the use of effective procedures. Euclidean
arithmetic is constructed from below, beginning from the unit. Further,
a number of arithmetical concepts are introduced in the Definitions of Book
VII. From these, the concepts of part, multiple, parts, proportionality, and
prime numbers are not defined effectively. However, they become effective
in virtue of Propositions 1, 2, and 3 that provide an effective procedure for
any numbers to find their common measure. In this way, the proofs of the
Propositions 4-19 should be considered as effective either. The introduc-
tion of more complex objects is realised through the comparison of these
objects and the establishment of an equality-type relation between them.
Euclid always provides an effective procedure for finding the least pair of
the objects found in equality-type relation.

Therefore all propositions that involve existence of numbers appear, in
Euclid’s arithmetic, associated with some effective procedure for finding the
required number. This kind of arithmetic is constructed without assump-
tions of axiomatic character. It lacks the concept of absolute number or any
elaborated concept of equality.

(8) Reductio ad absurdum. Nowhere Euclid makes use of the assumption
that all numbers form a fixed universe of discourse that is given beforehand.
Hence, he never postulates or proves existence of numbers having a certain
property, but always ‘constructs’ the required numbers by means of effective
procedures. Existence of numbers is never deduced by strong indirect ar-
guments. The use of reductio ad absurdum relies on a specific propositional
form of the law of excluded middle and applies to decidable arithmetical
predicates. Moreover, Fuclid seems to avoid the law of excluded middle
in the arithmetical proofs. All propositions of the form P(A) v -P(A) are
proved by consideration of each part of the disjunction separately.

(9) Underlying logic. The approach adopted by Euclid does not need any
special predicate logic. Euclid’s arithmetic can be characterised as a finitary
fragment of classical arithmetic; hence, it does not necessarily presuppose
the full force of first-order predicate logic.
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II. Arithmetic reasoning in the Neo-Pythagorean tradition

Pythagorean number theory in the form survived in the texts of later
authors has the following distinctive features:

(1) Arithmetical reasoning is conducted over a 3-dimensional “domain” that
extends indefinitely in the direction of increase.

(2) The monas, denoted by an alpha, is taken to be a designated object (yet,
not a number), over which a (potentially infinite) iterative procedure
of attaching an alpha is admitted. Numbers are defined as finite suites
(finite instances of the natural series). Various kinds of numbers can
be defined as suites constructed according to certain rules, following a
finitary form of inductive definition.

(3) Arithmetic is then developed by genetic constructions of various finite
(plane or spatial) schematic patterns. Therefore, Pythagorean arith-
metic represents a visual theory of counting over a distinctive combina-
torial “domain”.

(4) Arithmetical reasoning is conducted in the form of mental experiments
over concrete objects of combinatorial character. Any assertion about
numbers utters a law, which can be confirmed in each case by pure
combinatorial means.

(5) Arithmetic concerns affirmative sentences stating something ‘positive’
that can be confirmed by means of the construction of the corresponding
configuration (deizis). No kind of ‘negative’ sentence is found. It is a
‘positive’ finitary fragment of classical arithmetic.

ITI. Self-reference in Plato and Aristotle: the Third Man
Paradox

In Plato’s Parmenides (132a-133b), the widely known Third Man Para-
dozx is stated, which has special interest for the history of logical reasoning,
because of the self-reference involved. Many papers call attention to the vi-
olation of a metalogical principle — the type rules — because of the Third
Man Paradox. This view is encouraged by the linguistic difficulties which
Plato has faced in his attempt to formulate an ontology of abstract entities,
i.e. that in Greek language abstract and concrete terms are formally indistin-
guishable: to leukon (literally ‘the white’) may signify both ‘the white thing’
and ‘whiteness’. The root of this misconception stems from the fact that
in English literature the Platonic terms eidos and idea are usually rendered
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by the same word: Form or Idea. However, we find a clear distinction in
Plato’s texts, that corresponds to a fundamental logical distinction between
class-as-many, distributed to its elements by predication, and class-as-one,
standing as an individual in an extended sense and capable of being an
element of a further class-as-many (Russel), or between distributive and col-
lective class (Lesniewski), etc.

The Third Man paradox is obtained, speaking in modern terms, as fol-
lows: out of all the things of an initial domain of particulars to which the
property ‘.. .is large’ (idea) applies is formed an eidos (‘the large’). Further,
this eidos is added to the initial domain of particulars and the scope of the
universal quantifier ‘all’ is extended over it, taken for individual. The con-
struction results in an impredicative generation of a (potentially) infinite
sequence of new eide (infinite regress).

Plato puts the following solution into Parmenides’ mouth. The eidos is
defined as a paradigm, which expresses the form of instances of the eidos,
considered as a singular thing ‘found’ in nature. Further, participation in
an eidos is identified with instantiation of the eidos. Further, the eidos is
compared with a fixed instance of it and the following question is posed:
can we conclude that an eidos is similar to an instance of it on the basis
that the latter is an instantiation of the eidos?

Plato defines similarity in such a way that leads to a negative answer
to the above question: entities are similar to each other if and only if they
participate in one and the same eidos. In this way, what is today called
domain of the class (the domain of ‘participants’ of the eidos is taken into
consideration. This domain consists of homogeneous things (“similar” to
each other). Therefore, neither a thing is “similar” (homogeneous) to an
eidos, nor an eidos to another thing that participates in it; otherwise, if
an eidos is “made similar” to a thing, we obtain the Third Man Paradox.
In this way, Parmenides makes a clear demarcation between two kinds of
homogeneous entities: the level of particulars and the level of eidon, and
the confusion between them is ad hoc removed.

The Peripatetic commentaries of the Third Man Paradox focus primarily
on the statement of the argument and the premises on which it is grounded,
rather than on its solution by means of the predicate of similarity. The first
scholar of antiquity who explicitly ascribes a solution to Plato is Proclus.
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Natural language argument,
the fallacies and p-logic
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This tutorial reviews the main contemporary approaches to natural lan-
guage argument, explains the role these approaches assign to the fallacies,
and contrasts this with applications of probability theory (aka “p-logic”) to
select fallacies.

As John Woods [19, p. 15] put it: “Formal logic is a theory of logical
forms; and informal logic is all the rest”. Informal logicians [e.g. 11,1] as
well as proponents of the Pragma-dialectical school of argumentation [4,3]
tend to view “all the rest” as shouldering the real work in the analysis and
evaluation of natural language argumentation.

Indeed, many reject formal methods. In place of the proof techniques of
the truth-functional calculus, for instance, typical resources rather include
argument diagrams, schemes, and the fallacies. Similarly, rather than en-
dorsing soundness (premise truth and deductive inferential validity) as a
standard of good argument, informal logicians speak of cogency (premise
acceptability, relevance, and inferential sufficiency).

In the 1960s, this anti-formalist stance arose in reaction to the only
widely available formal apparatus being first-order deductive logic. The
breath of formal resources available today, however, makes a continued dis-
enchantment with them at least questionable. In fact, their neglect deprives
of useful resources in appraising defeasible reasoning and argument in ways
that let formal and informal realign resources.

The tutorial starts by reviewing the informal resources. We particu-
larly study the role of the fallacies [10] in Walton’s [16,17] dialogical ap-
proach, and reconstruct the rules for critical discussion in the Pragma-
dialectical model, whose consensualism particularly epistemologists have
criticized [15,13]. This critique demarcates an import difference, and en-
tails a distinct view on what the fallacies are (not) [20,21].

Against this background, we offer a brief technical introduction to prob-
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ability theory (p-logic), then apply it to give an analysis of argument co-
gency. This not only clarifies a core concept of informal logic. P-logic also
provides an important corrective to its usual applications. In application to
select (alleged) fallacies, indeed, formal and informal normative approaches
to natural language argumentation can align.

Building on groundwork by Oaksford and Hahn [14] and Korb [12],
among others, this contributes to a burgeoning area of research that suc-
cessfully applies probabilistic reasoning to natural language argumentation.
It also supplements recent work by Hahn and Hornikx [7], for instance, who
use p-logic to formalize argument schemes such as those proposed by Wal-
ton, Reed, and Macagno [18].

Please note: The three tutorial sessions build on each other. Rather than
pick one or two sessions, participants would do well to attend all three.
We provide learning materials in class as online resources; there is no prior
reading assignment. A background in formal logic or probability theory is
neither required nor harmful to profit from the tutorial. The main learning
outcome is the improved ability to orient oneself within the field of argu-
mentation studies, and correctly apply p-logic to such crucial notions as
argument cogency, fallacy, or argument strength, among others.
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Introduction to Unified Logic

XUNWEI ZHOU
BEJING UNION UNIVERSITY, CHINA
ZHOUXUNWEIQ263.NET

Unified logic, also called mutually-inversistic logic, is constructed by the
author. It unifies Aristotelian logic, classical logic, relevance logic, modal
logic, dialectical logic, ancient Chinese logic, Boolean algebra and lattice,
natural deduction, fuzzy logic, rough set, non-monotonic logic and para-
consistent logic. It is also a unification of extensional logic and intensional
logic, a unification of inductive logic and deductive logic and a unification
of two-valued logic and many-valued logic.

Session 1

— Material implication vs. mutually inverse implication

— Composition operators vs. connection operators

— Formations of terms and propositions

— Truth tables for composition operators

— Inductive compositions vs. decompositions

— Truth tables of connection operators

— Mutually inverse diagrams for connection operators

— The principle of meaningfulness and meaninglessness duality for distin-
guished propositions

Session 2
— First-level single quasi-predicate calculus
— Second-level single quasi-predicate calculus

Session 3

— Unified logics unify more than a dozen logics.
Bibliography
1. Xunwei Zhou, Mutually-Inversistic Logic, Mathematics, and Their Ap-

plications, Central Compilation & Translation Press, Beijing, China,
2013.
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9 — Poster Session for Students

During the school part of UNILOG’2018, in June 16-20, we are orga-
nizing a poster session for students and young researchers (Post-docs). A
good opportunity to interact. It is a way to:

e present what you are doing and/or what you want to do
e to receive feedback and counseling from advanced researchers
e to know what other people are doing

If your poster is selected for presentation at the Universal Logic School
you should register at the school, but we will waive for you the fee for the
congress. Moreover the three best posters will be selected for presentation
during the congress, in June 21-26.

If you are interested, send your poster before March 15 to vichy@uni-
log.org.

The size of the poster should be: 100 cm x 140 cm / 40 inches x 55
inches.

The Logic of Public Debates

ANTSA NASANDRATRA NIRINA AvVO

LRA, DOCTORAL SCHOOL OF MODELING AND COMPUTING,
UNIVERSITY OF FIANARANTSOA, MADAGASCAR
NIRHINA_AVOQYAHOO.FR!

SOLO RANDRIAMAHALEO
FacurLry OF SCIENCE, UNIVERSITY OF FIANARANTSOA, MADAGASCAR
SOLO.RANDRIAMAHALEO@QGMAIL.COM

JEAN SALLANTIN

CNRSf]| MicroroBoTic LaBORATORY, LIRMMf),
MONTPELLIER, FRANCE
JEAN.SALLANTIN@QLIRMM.FR

*Laboratoire de Recherche Appliqué et Multidisciplinaires
fCentre National de la Recherche Scientifique
Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier
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Faithful Semantical Embedding
of Dyadic Deontic Logic E in HOL

CHRISTOPH BENZMULLER, ALI FARJAMI & XAVIER PARENT
UNIVERSITY OF LUXEMBOURG, LUXEMBOURG
C.BENZMUELLER@QGMAIL.COM, ALI.FARJAMIQUNI.LU,
XAVIER.PARENTQUNI.LU

Some logical and algebraic aspects of Coo—ring

JEAN CERQUEIRA BERNI & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,
UNIVERSITY OF SAO PAULO, BRAZIL
JCERQUEIRABERNIQUOL.COM.BR, HUGOMARQIME.USP.BR

The Possibility Implies the Necessity:
Godel’s Proof for the Existence of God

KYLE BRYANT

LouisiNA SCHOLAR’S COLLEGE,
NORTHWESTERN STATE UNIVERSITY, USA
BRYANTJK123@QYAHOO.COM

A paraconsistent approach to da Costa’s deontic
logic: beyond contradictions and triviality
GREGORY CARNEIRO

DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF BRASTLIA, BRAZIL
GREGORYCARNEIROQOUTLOOK.COM

*Supported by Coordination of Improvement of Higher Level Personnel (CAPES), Brazil.
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Poster Session for Students

An Abstract Approach to Algebraizable Logics
with Quantifiers

CA10 DE ANDRADE MENDES & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,
UNIVERSITY OF SAO PAULO, BRAZIL
CAIODAM@IME.USP.BR, HUGOMARQIME.USP.BR

Efficient Protocols for Privacy and Integrity
in the Cloud

ANCA NITULESCU
ECOLE NORMALE SUPERIEURE, PARIS FRANCE
ANCA.NITULESCUQENS.FR

Multirings, Quadratic Forms and Functors:
Relationship between axiomatizations
on quadratic forms

KAIQUE MATIAS DE ANDRADE ROBERTO| & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,

UNIVERSITY OF SAO PAULO, BRAZIL

KAIQUEGALOISQGMAIL.COM, HUGOMARQIME.USP.BR
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10 — ;Why, what, when, where

and how to publish?

At the end of the school part of UNILOG’2018, June 20 at 18h-19h,

there will be a round table about publication, a central activity of research
it is worth to reflect on. The participants are:

Jean-Yves Beziau, Federal University of Rio de Janeiro, Brazil, founder
and Editor-in-Chief of the journals|Logica Universalis and South Amer-
ican Journal of Logic, the book series Studies in Universal Logic and
Logic PhDs, Editor of the Logic Area of the [Internet Encyclopedia of
Philosophy

Pierre Cartier, IHEYT] Bures-sur-Yvette, France, Bourbaki Member and
Editor (1955-1983)

Didier Dubois, IRITﬂ France, Editor of |Fuzzy Sets and Systems

Clemens Heine, Executive Editor of Mathematics and Applied Sciences
at Birkhauser/Springer, Basel, Switzerland

Rohit Parikh, City University of New York, USA, Former Editor of
International Journal of Foundations of Computer Science (1990-1995)
and |Journal of Philosophical Logic (2000-2003)

*“Institut des Hautes Etudes Scientifiques
'Institut National de Recherche en Informatique et en Automatique
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11

— Opening Ceremony of the
6th World Congress
on Universal Logic

It will take place on June 21, 2018, 11-12h, at Vichy University Campus.

The following authorities and professors have already confirmed they

will come:

Charlotte Benoit, Elected of the Regional Council and Deputy Mayor
of the City of Vichy, France

Jean-Yves Beziau, Professor of Logic, University of Brazil, Rio de Janeiro,
co-chair of UNILOG’2018

Olivier Cavagna, Vice-Director of Vichy Community, France

Cécile Charasse, Associate Professor of Management Sciences, Head
of the Allier Institute of Technology, Université Clermont-Auvergne,
France

Vedat Kamer, Professor of Logics, University of Istanbul, Turkey, co-
chair of UNILOG’2015

Christophe Rey, Associate Professor of Computer Science, Université
Clermont-Auvergne, France, co-chair of UNILOG’2018

Farouk Toumani, Professor of Computer Science, Head of the LIMOS
laborator CN Rﬂﬂ & Université Clermont-Auvergne, France

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
fCentre National de la Recherche Scientifique
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12 — Secret Speaker

The secret speaker is a speaker whose identity is revealed only at the
time of her/its/his speech. The presence of the secret speaker gives a dra-
matic touch to the UNILOG event since the first edition in Montreux in
2005.

Previous secret speakers at UNILOG include Saul Kripke, Jaakko
Hintikka, Grigori Mints, Benedikt Lowe and exclude Brigitte Bardot, Kurt
Godel, Aristotle Schwarzenegger, Saharon Shelah. ..

The talk of the secret speaker will be at a secret time in a secret place.
Keep your eyes open!

Guess who she/it/he is and win a free banquet dinner!
Send your guess before June 15 midnight to unilog2018@yandex.com.

The happy winner will be the first to send the right answer. All partic-
ipants of UNILOG are welcome to play, except the secret speaker.

Hint: “What I tell you three times is true.” (The Hunting of the Snark,
Lewis Carroll)
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13 — Talks of Keynote Speakers

Argument-based logics

LEILA AMGOUDF]
INSTITUT DE RECHERCHE EN INFORMATIQUE DE TOULOUSE, FRANCE
AMGOUD@IRIT.FR

Argumentation is an alternative approach for handling inconsistency,
which justifies conclusions by arguments. Starting from a knowledge base
encoded in a particular logical language, an argumentation logic builds ar-
guments and attack relations between them using a consequence operator
associated with the language, then it evaluates the arguments using a se-
mantics. Finally, it draws conclusions that are supported by “strong” argu-
ments.

In this talk, I present two families of such logics: the family using exten-
sion semantics defined in [1] and the one using ranking semantics introduced
in [2]. T discuss the outcomes of both families and compare them. I also
compare the argumentation approach with other well-known paraconsistent
logics.

References

1. P. Dung, “On the Acceptability of Arguments and its Fundamental
Role in Non-Monotonic Reasoning, Logic Programming and n-Person
Games”, Artificial Intelligence, vol. 88, 1995, pp. 321-357.

2. L. Amgoud & J. Ben-Naim, “Axiomatic foundations of acceptability
semantics”, in Proceedings of the International Conference on Principles
of Knowledge Representation and Reasoning, 2016, pp. 2—11.

*Keynote speaker at the session “Argumentation” (page [460)).
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Material exclusion, contradictions
and other oppositions

JONAS R. BECKER ARENHART

DEPARTMENT OF PHILOSOPHY

FEDERAL UNIVERSITY OF SANTA CATARINA, FLORIANOPOLIS, BRAZIL
JONAS.BECKER2@QGMAIL.COM

It is notoriously difficult to argue against the dialetheist: one cannot
easily lead her to revise her beliefs by pointing to a contradiction, given
that dialetheists do accept some contradictions as being true. As a result, it
seems that there is very little for the dialetheist to fear. Recently, Francesco
Berto (for instance, in [1]) has argued that there is a sense of contradiction
that even a dialetheist should concede is unacceptable: a sense involving
material exclusion. Roughly, if one sentence represents a state of affairs A
that materially excludes a state B, then, A and B cannot both be the case.
This would be non-question begging, given that it does not involve seman-
tical notions such as truth and falsity, the core notions that are in question
for the dialetheist. However, we shall argue that in most cases the notion
of material incompatibility gives us only a weaker kind of opposition, the
one known from the square of opposition as contrariety. As a result, that is
not the kind of contradiction that the dialetheist has in mind. However, the
dialetheist is not on better grounds. In claiming that some contradictions
are true, the negation employed represents a weaker kind of opposition,
also known from the square of opposition: subcontrariety. In fact, both
approaches fail to grant the target notion of contradiction, the one present
in the square. That concept of contradiction, we shall argue, allows for no
exception. We shall provide for evidence that what has been conflated in
these and related discussions is the notion of contradiction present in the
square of oppositions and a version of the law of non-contradiction (LNC),
=(a A =), which is valid for negations representing contrariety and vio-
lated by negations representing subcontrariety. Validating the LNC is not
enough to grant a contradiction in the target sense; violating LNC is enough
to grant that we are no longer having a contradiction in the target sense.

Reference

1. F. Berto “How to rule out things with words: strong paraconsistency
and the algebra of exclusion”, in New waves in philosophical logic, edited
by G. Restall & G.K. Russell, Palgrave Macmillan, pp. 169-189, 2012.

*Keynote speaker at the workshop “Reflections on Paraconsistency” (page [295).
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Analogies in Civil Law

MATTHIAS ARMGARDTF]
KonsTANZ UNIVERSITY, GERMANY
MATTHIAS.ARMGARDT@QUNI-KONSTANZ.DE

Whereas in Common Law legal reasoning is based on analogical reason-
ing, in Civil Law analogies are only exceptions. We will discuss the existing
logical approaches for analogies in Civil Law and try to develop a new one.

Analogies are based on similarities. The talk will deal with two issues
concerning similarity. Firstly, it will be discussed whether the legal prereq-
uisites or the interests behind the rule are the adequate point of reference
for the similarity. Secondly, we will deal with the question of the adequate
degree of similarity. We will define a necessary (but not sufficient) minimum
standard for the overweighing of interests. Based on the minimum standard
we will develop a more adequate model.

Exploring the internal language of toposes

INGO BLECHSCHMIDTI
INSTITUTE FOR MATHEMATICS, UNIVERSITY OF AUGSBURG, GERMANY
INGO.BLECHSCHMIDT@MATH.UNI-AUGSBURG.DE

Since the work of the early pioneers in the 1970s, it’s known that any
topos supports an internal language, which allows to speak and reason about
its objects and morphisms in a naive element-based language: From the
internal perspective, objects of the topos look like sets, morphisms look like
maps between sets, epimorphisms look like surjective maps, group objects
look like plain groups and so on; and any theorem which has an intuitionistic
proof also holds in the internal universe of a topos.

With recent discoveries of new applications of the internal language in
algebra, geometry, homotopy theory, mathematical physics and measure
theory, the study of the internal language of toposes is currently experienc-
ing a resurgence. Our goal is give an introduction to this topic and illustrate
the usefulness of the internal language with two specific examples.

Firstly, the internal language of the “little Zariski topos” allows us to
assume without loss of generality that any reduced ring is Noetherian and in

*Keynote speaker at the workshop “Logic, Law and Legal Reasoning” (page .
JfKeynote speaker at the workshop “Categories and Logic” (page [368).
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fact a field, as long as we restrict to intuitionistic reasoning. This technique
yields for instance a simple one-paragraph proof of Grothendieck’s generic
freeness lemma, because it is trivial for fields. We thereby improve on the
substantially longer and somewhat convoluted previously known proofs.

Secondly, the internal language of the “big Zariski topos” can be used to
develop a synthetic account of algebraic geometry, in which schemes appear
as plain sets and morphisms of schemes appear as maps between these sets.
Fundamental to this account is the notion of “synthetic quasicoherence”,
which doesn’t have a counterpart in synthetic differential geometry and
which endows the internal universe with a distinctive algebraic flavor.

Somewhat surprisingly, the work on synthetic algebraic geometry is re-
lated to an age-old question in the study of classifying toposes. The talk
closes with an invitation to the many open problems of the field.

Peircean logic as semiotic and biosemiotics
as transdisciplinary framework

SOREN BRIER]
COPENHAGEN BUSINESS SCHOOL, DENMARK
SBR.MSC@CBS.DK

Peircean pragmaticism is close to Poppers critical rationalism in its fal-
libilism and evolutionary thinking. Peirce’s synechistic continuity thinking
includes a biosemiotics that has been develop over the last 30 years [2] rep-
resents a form of postmodern semiotic realism attempting to encompass
qualitative and quantitative methods. Herby it represents a unity of science
that the logical positivist could not produce and offers an alternative to con-
structivist postmodernism’s many incommensurable small stories. So what
is the ontology that makes such a common framework for quantitative and
qualitative sciences possible? Peirce produces a transdisciplinary process
philosophy through his triadic pragmaticist semiotic realism [1]. For Bar-
bieri — and many other well-established researchers in the natural sciences
— to be scientific is to be able to give mechanistic model explanations
and eventually extend them with dualist theories of codes and informa-
tion. In [3] I have argued that this foundation is not enough. It does not
even embrace a systems and cybernetic foundation making self-organization
possible. Peirce is inspired by German idealism, Especially Shelling and ex-
changes Hegel spirit and dialectics with his triadic semiotic logic. It is based

*Keynote speaker at the workshop “The Logic of Social Practices” (page .
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on his three phaneroscopic (phenomenological) categories and views logic as
semiotic and as a normative science for right thinking. He integrates this
with empirical quantitative science, since he was educated as a chemist and
did empirical work in physics [4]. This integration of a phenomenological
and hermeneutical aspect at the foundation of his semiotic view of logic
and empirical science is possible because of a changed view on reality and
science [5]. The talk explains this construction.

References

1. K.-O. Apel, Charles Peirce: From Pragmatism to Pragmaticism,
Prometheus Books, New York, 1995.

2. S. Brier, Cybersemiotics: why information is not enough, Toronto
University Press, 2008/13.

3. S. Brier, “Can Biosemiotics be a “Science” if its Purpose is to be a
Bridge between the Natural, Social and Human Sciences?”, Progress in
Biophysics and Molecular Biology, vol. 119(3), 2015, pp. 576-587.

4. S. Brier, “How to Produce a Transdisciplinary Information Concept for
a Universal Theory of Information?”, in Information Studies and the
Quest for Transdisciplinarity: Unity through Diversity, vol. 9, edited
by M. Burgin & W. Hofkirchner, World Scientific Series in Informa-
tion Studies, World Scientific Publishing, Singapore, 2017, pp. 11-58,
doi:10.1142/9789813109001_0002.

5. V. Romanini & E. Fernandez (editors), Peirce and Biosemiotics:
A Guess at the Riddle of Life, Biosemiotics series, vol. 1, Springer,
2014.

A categorical presentation of probabilistic logic

PIERRE_CARTIERE]
UNIVERSITY OF PARIS-SACLAY
CARTIERQIHES.FR

Since the invention of categories by Eilenberg and MacLane (a logician
by training), in 1948, most of the mathematical theories have been reformu-
lated using the new paradigm. It is a common opinion that measure theory
and probability theory don’t fit in this paradigm. Going back to Boole and
Tarski, I plan to sketch a development of measure theory (and probability)
putting categories in the heart of the matter.

*Keynote speaker at the workshop “Categories and Logic” (page [368)).
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Quantum Theory for Kids

BoB COECKH]
DEPARTMENT OF COMPUTER SCIENCE, UNIVERSITY OF OXFORD, UK
COECKEQCS.0X.AC.UK

In [1] we present an entirely diagrammatic presentation of quantum the-
ory with applications in quantum foundations and quantum information.
This was the result of many years of work by many, and started of as a
category-theoretic axiomatisation motivated by computer science as well as
axiomatic physics. However, I have always felt that the diagrammatic pre-
sentation is of great use in its own right, be it to bridge disciplines, make
quantum theory more easy to grasp, or, for educational purposes, in [2] we
made the bolt claim that using diagrams high-school kids could even out-
perform their teachers, or university students. Now, we will put this claim
to the test. To do so, we have written two tutorials [3,4], covering exactly
the same material, but one only using diagrams, while the other contains
the standard Hilbert space presentation. There are corresponding sets of
examples too. We will present the pictorial tutorial, as well as provide the
logical underpinning of this material.

References

1. B. Coecke & A. Kissinger, Picturing Quantum Processes: A First Course
i Quantum Theory and Diagrammatic Reasoning, Cambridge Univer-
sity Press, 2017.

2. B. Coecke, “Quantum picturalism”, Contemporary Physics, vol. 51(1),

2010, pp. 59-83.

B. Coecke & S. Gogioso, “Quantum theory in Pictures”, Top Secret.

4. B. Coecke & S. Gogioso, “Quantum theory in Hilbert space”, a bit less
top Secret.

@

*Keynote speaker at the workshop “Logic for Children” (page [361)).
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A unified view of some formalisms handling
incomplete and inconsistent information

DipIER DuBOIS]
IRITff], CNR@, UNIVERSITY OF TOULOUSE, FRANCE
DUBOIS@IRIT.FR

Sets of formulas in classical logic are often called knowledge or belief
bases, as containing explicit information held by an agent. This framework
does not allow for reasoning about ignorance. The issue of reasoning about
incomplete information or ignorance has been addressed independently in
three communities:

e in uncertainty management, scholars have for a long time used addi-
tive set-functions to represent belief often using numerical measure-
ment methods like in subjective probability theory, and more recently
using non-additive monotonic set functions like possibility and necessity
measures, Shafer’s belief and plausibility functions, Walley’s upper and
lower previsions.

e in logic there has been two main trends. Very early in the XXth century,
some logicians have tried to handle the notion of ignorance by means
of an additional truth-value, like Kleene and Lukasiewicz for instance.
More recently, the full power of modal logic has been exploited to de-
velop epistemic or doxastic logics, especially using extensions of system
KD45.

This paper proposes a formal framework in the form of a two-tiered
propositional logic, which can capture the three approaches in the setting
of possibility theory. We recall a simplified version of epistemic logic that
can be extended to graded beliefs and can capture three-valued logics of in-
complete information. The graded version of this minimal epistemic logic is
an expressive generalization of possibilistic logic. Then we propose a general
framework where any set function representing uncertainty can be accom-
modated. It can account for multiple conflicting sources of information, and
in particular, Belnap logic can be encoded in this formalism.

“Keynote speaker at the session “Non-Classical Logics” (page [439).
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Importance of distinction of levels in a logical
discourse: an investigation from the perspective
of a theory of graded consequence

SomMA DuTTAF

DEPARTMENT OF COMPUTER ENGINEERING,
VISTULA UNIVERSITY, WARSAW, POLAND
SOMADUTTA9@QGMAIL.COM

In order to follow the objective of the title, let us list some quotations by
Alonzo Church. These quotations are well enough to give a good account
of the ideas we shall be venturing in. Our attempt in this presentation
would be to bring to the fore the usual practice of the logical systems,
where some of the following requirements are lacking. The theory of graded
consequence (GCT) [2], in contrast, would be presented as a formal set-up
where the following prescriptions are preserved.

In order to set up a formalized language we must of course make
use of a language already known to us... Whenever we employ a
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language to in order to talk about some language. . . we shall call the
latter language the object language, and we shall call the former the
meta-language.

— [3], p. 47

In defining a logistic system. .., we employ as meta-language the
restricted portion of English. ..
T [3]7 p. 50

After setting up the logistic system as described, we still do not
have a formalized language until an interpretation is provided. This
will require a more extensive meta-language than the restricted por-
tion of English. .. However, it will proceed not by translations of the
well-formed formulas into English phrases but rather by semantical
rules. ..

— [3], p. 54

The semantical rule must in the first instance be stated in a pre-
supposed and therefore unformalized meta-language. . . Subsequently,
for their more exact study, we may formalize the meta-language
(using a presupposed meta-meta-language and following the method
already described for formalizing the objet language). .. As a condi-
tion of rigor, we require that the proof of a theorem (of the object
language) shall make no reference to or use of any interpretation. . .
— [3], p. 55

The study of the purely formal part of a formalized language in
abstraction from the interpretation, i.e., of the logistic system, is
called .. .logical syntax. The meta-language used in order to study
the logistic system in this way is called the syntax language.

— [3], p. 58

... the reader must always understand that syntactical discussions
are carried out in a syntaxr language whose formalization is ulti-
mately contemplated, and distinctions based upon such formaliza-
tion may be relevant to the discussion. .. In such informal develop-
ment of syntax, we shall think of the syntax language as being a
different language from the object language.

— [3], p- 59

Following. . . Quine, we may distinguish between use and mention of
a word or symbol. .. As a precaution against univocation, we shall
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hereafter avoid the practice. .. of borrowing formulas of the object
language for use in the syntax language (or other meta-language)
with the same meaning that they have in the object language.

— [3], pp. 61-63

These issues are also addressed in some other works [1,4,5,6,7]. Our aim
is to briefly touch on others’ perspectives, keeping the focus on the treat-
ment offered by GCT.
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Kripke and Lukasiewicz: A Synthesis

HARTRY FIELD
DEPARTMENT OF PHILOSOPHY, NEW YORK UNIVERSITY, USA
HF18@NYU.EDU

In classical logic the naive theory of truth and satisfaction is inconsistent.
Kripke provided a well-known partial solution to the paradoxes in a non-
classical logic. But it has a big limitation: it doesn’t work for logics with
serious conditionals, or restricted universal quantification.

Another partial non-classical solution is given by Lukasiewicz continuum-
valued logic. It allows naive truth for sentences containing a rather natural
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conditional. But it has a different limitation: it doesn’t work for sentences
containing even unrestricted quantifiers. (Kripke’s partial solution handled
those.)

So neither result handles restricted quantifiers. It would be nice to syn-
thesis the two: to have an account which handled both unrestricted quanti-
fiers and a Lukasiewicz-like conditional. (And to do so in “essentially” the
way that Lukasiewicz and Kripke did.) It will thereby also handle restricted
universal quantification, which is interdefinable with the conditional given
unrestricted quantification.

I'll show how to do so in this talk. The synthesized approach improves
on my previous work on conditionals and restricted quantifiers, in essen-
tially preserving the attractive features of the Lukasiewicz resolution of the
quantifier-free semantic paradoxes, including the easy calculation of solu-
tions.

Logic construction and computability on algebraic
abstract structures

SERGEY GONCHAROV]

SOBOLEV INSTITUTE OF MATHEMATICS,
NOVOSIBIRSK STATE UNIVERSITY, RUSSIA
S.S.GONCHAROV@QMATH.NSC.RU

The construction of Computability on abstract structures was founded
in the theory of semantic programming in [1-6]. We will discuss some prob-
lems in this approach connected with computability and definability. The
main idea of this constructions was created on the base of restricted quan-
tifiers. In [1-4], a construction of a programming language of logical type
was proposed for creating the programming systems that provide control
of complex systems in which control under different conditions depends on
the type of the input data represented by formalisms of logical type on the
basis of logical structures. For constructing an enrichment of the language
with restricted quantifiers, we extend the construction of conditional terms.
We show that the so-obtained extension of the language of formulas with
restricted quantifiers over structures with hereditary finite lists is a conserva-
tive enrichment. For constructing some computability theory over abstract
structures, in [6,7], Yu.L. Ershov considered a superstructure of hereditarily
finite sets. From the problems in Computer Science the superstructure of
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hereditarily finite lists was constructed in [3], and the computability the-
ory was developed in terms of X-definability in this superstructure. From
the standpoint of constructing a programming language, such an approach
seems more natural for accompanying logical programs since for a specific
implementation of a language of logical type on sets, we must externally
define the sequence of an efficient exhaustion of their elements. In choosing
a list of elements, the order is already contained in the model, and we have
a definition in the model of operations that explicitly defines the work with
the list items. However, from the viewpoint of the construction of programs,
taking into account the complexity of their implementation, it is preferable
to consider their constructions based on the Ag-construction while retaining
sufficiently broad logical means of definitions, and on the other hand, ensur-
ing more imperative constructions in the required estimates of performance
complexity.

In this talk, we consider the questions of definability on the basis of
the Ag-formulas whose verification of truth has bounded complexity with
respect to the basic terms and relations in the basic model, as well as the
implementation of the list operations in the superstructure. From the stand-
point of specific applications of this logical programming system, the two
types of problems we solve can be distinguished: (1) the local problems
of constructing specific computations with data from the domain under in-
vestigation and searching for fast ways of computing these characteristics
from making operative decisions in real time; (2) the strategic multipurpose
problems that use large data for solving them and require search and defi-
nition already in a language allowing unrestricted existence quantifiers. To
solve problems of the first type, we propose to extend the class of terms
of our language by conditional terms which can be determined using only
Ag-formulas and by recursive terms which can be determined using only
A-formulas.
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‘La question est précisément de 1’age’ [Rousseau,
Emile]: Natural logic and the pre-history of modern

psychology

CHRISTOPHER._GOODEYT]
CENTRE FOR MEDICAL HUMANITIES, UNIVERSITY OF LEICESTER, UK
CFGOODEY@YAHOO.CO.UK

The history of logic is inextricably linked to the history of the human
sciences. Approaches derived from sociology and anthropology can help us
to stand outside logic as an objective system, not by relativising or decon-
structing it but by way of historical reconstruction. What about psychol-
ogy, though? Even assuming it to be a ‘human’ rather than a ‘hard’ science,
we can hardly speak about ‘approaches’ to logic derived from psychology.
Rather than an approach, we must speak about a relationship, and an in-
cestuous one. The idea of ‘natural logic’, as a capability embedded in the
human mind, was a precursor to modern psychological concepts of intelli-
gence and cognitive ability, along precise historical pathways many of which
have not yet been traced in detail.

In my book A History of Intelligence and ‘Intellectual Disability’: The
Shaping of Psychology in Early Modern Europe, I argued that the idea of
a ‘subjective’ logic is rooted in the beginnings of Christianity and Empire.
Only a hindsighted misreading of Aristotle can turn him into the source of
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this essentially modern picture of the human being as a natural logician.
Such a misreading supports psychology’s hard-science claims by implying
the universality of that picture across historical eras, thus promoting too
the modern ethical acceptance of cognitive ability (at the expense of all else)
as the essence of what it is to be human.

My paper reprises some of the argument in that book, and ends with a
critique of today’s absolute presupposition that psychological ‘development’
is a natural kind. Developmentalism in its broadest form sees the human
being as an essentially cognitive interiority, structured by linear time and
tending towards the goal of perfection (‘normality’). From its roots among
the early Christian fathers, this idea has blossomed in abundance in today’s
psychological disciplines.

From the early modern period there is the notion of 'ordre in Pascal,
Malebranche and Rousseau and its echoes in Piaget. This has had a major
impact on modern reconceptualisations of childhood and on the invention of
the category known as ‘developmental disability’ in adults. In short, I ask:
how did the sense of order in natural logic stop being spatial and become
temporal?

The Indispensability of Logic

OLE THOMASSEN HJORTLANDF]
PaiLosoOPHY DEPARTMENT, UNIVERSITY OF BERGEN, NORWAY
OLE.HJORTLANDQUIB.NO

The Putnam-Quine indispensability argument is a well-known attempt
at establishing the existence of mathematical objects. Very roughly, the line
of argument is that since mathematical claims play an indispensable role in
our best scientific theories, the mathematical claims receive indirect confir-
mation. This in turn gives us a reason to believe that objects quantified
over in mathematical claims exist. In this paper I formulate a number of
corresponding indispensability arguments for logical laws. The thought is
that if a logical law plays an indispensable role in our best scientific theo-
ries, then it receives indirect confirmation. I compare and assess a variety
of indispensability arguments, and I argue that none of the arguments tell
conclusively in favour of the laws of classical logic.
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Category theory and its foundations: the role of
diagrams and other “intuitive” material

RALF KROMERF]

WORKING GROUP OF DIDACTICS AND HISTORY OF MATHEMATICS,
UNIVERSITY OF WUPPERTAL, GERMANY
RKROEMERQUNI-WUPPERTAL.DE

When analyzing, in Tool and object [1], the historical development of cat-
egory theory and the early debate on its foundations, I was led to discuss
some general philosophical aspects of the formation of new mathematical
concepts (in learners and in a community as a whole) and of mathematical
research programmes; motivating examples were discussed under the head-
ings of “intended models” and “technical common sense”. It turned out to
be crucial to focus on the respective background of the people involved in
these processes, in particular, the attitude of “people without expertise in
a certain area” was shown to play a role.

This observation lends itself to discussion within the perspective of the
workshop (which speaks about such groups of people as “children in a wider
sense of the term”); therefore, the talk will review this issue to some extent.
A special focus will be laid on the role of diagrams in the debates on category
theory. On the one hand, I intend to compare the role of diagrams played
in proofs of category theory with the role of diagrams played in proofs of
classical Euclidean geometry (as analyzed by Manders [2], among others).
In both cases, one should focus on the ways in which a diagram is used to
prove a proposition, on the one hand, or to display a proposition, on the
other. And there is a tension playing an eminent role, in my opinion, in
the foundational debate, namely the tension between diagrams as display-
ing propositions about finite sets of objects of a category on the one hand
and the consideration of a category as an infinite diagram (or graph) on the
other.
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CERES: automated deduction in proof theory

ALEXANDER LEITSCH

INSTITUTE OF LOGIC AND COMPUTATION,
VIENNA UNIVERSITY OF TECHNOLOGY, AUSTRIA
LEITSCHQLOGIC.AT

CERES (cut-elimination by resolution) (see [1]) is a method of cut-
elimination which strongly differs from cut-elimination a la Gentzen. In-
stead of reducing a proof ¢ stepwise (and thereby simplifying the cuts)
CERES computes a formula CL(¢) represented as so-called characteristic
clause set. CL(y) encodes the structure of the derivations of cuts in ¢
and is always unsatisfiable. In classical logic any resolution refutation p of
CL(yp) can be taken as a skeleton of a CERES normal form ¢* of ¢ (in
" all cuts are atomic). CERES was mainly designed as a computational
tool for proof analysis and for performing cut-elimination in long and com-
plex proofs; an implementation of the method was successfully applied to
Fiirstenberg’s proof of the infinitude of primes [2].

There is, however, also an interesting theoretical aspect of the CERES
method: reductive cut-elimination based on the rules of Gentzen can be
shown to be “redundant” with respect to CERES in the following sense: if
¢ reduces to ¢’ then CL(p) subsumes CL(¢") (subsumption is a principle of
redundancy-elimination in automated deduction). This redundancy prop-
erty can be used to prove that reductive methods (of a specific type) can
never outperform CERES. Moreover, subsumption also plays a major role in
proving the completeness of intuitionistic CERES (CERES-i) [3]. CERES-i
is based on the concept of proof resolution, a generalization of clausal res-
olution to resolution of cut-free proofs. The completeness of CERES-i can
then be proven via a subsumption property for cut-free proofs and a sub-
sumption property for proof projections under reductive cut-elimination.
The results demonstrate that principles invented in the area of automated
deduction can be fruitfully applied to proof theory.
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Alternating truth in argumentative
dispute resolution

ELENA LISANYUK[]

DEPARTMENT OF LOGIC, INSTITUTE OF PHILOSOPHY,
SAINT PETERSBURG STATE UNIVERSITY, RUSSIA
E.LISANUK@SPBU.RU

In my talk I propose a three-component arguments evaluation procedure
as an essential part of an algorithm for the argumentative dispute resolu-
tion. The core idea of the resolution algorithm is to provide a coherent
reply to the question whether a certain dispute contains a nonempty set of
defensible arguments. The algorithm will be based on the Dung-style ab-
stract argumentation approach [1] and on its further developments towards
creating formalisms with structured arguments, as outlined by H. Prakken
and G. Vreeswijk [2], including their practical application to modelling argu-
mentation [3]. Implementing the structured arguments into the Dung-style
argumentation framework opens a perspective for creating expressively rich
formalisms, which are able to capture the following three important dispute
properties: combining rigor and plausible arguments based on defeasible and
indefeasible rules, reinstating attacked arguments by counterattacks and es-
timating arguments defensibility in the skeptical or credulous way. However,
any of these properties may generate an aggregation problem putting the
formalism at a risk of collapse, as the rationality postulates by L. Amgoud
and M. Caminada demonstrate [4].

The three-component evaluation of arguments solves the aggregation
problem by means of first discriminating among the three levels of argumen-
tative dispute and then combining the evaluation outcomes on each level in
a special order. It discriminates truth-based and logic-centered evaluation of
the structured arguments’ validity from the inside, evaluation of arguments’
subsets expressing the disputants’ positions which is coherency-based with
respect to the set inclusion and Dung-style abstract approach-based eval-
uation of the dispute arguments’ set on top of the first two levels. The
level-wise aggregation of those evaluations leads to a non-standard ordering
of truth-values inside arguments. The idea of the non-standard ordering of
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the truth-values is borrowed from the many-valued logic of Dmitry Bochvar
[5] and Victor Finn [6]. The non-standard ordering of truth-values expresses
the idea of alternating truth-values in justifying, rebutting and reinstating
arguments from diverse standpoints, as it often happens in disputes and
glimmers the post-truth. On the one hand, such ordering enables us to
identify the propositions in arguments, which the disputants evaluate alter-
natively, although it does so at the cost of losing some standard properties
of propositional connectives. To show why it may be considered a rea-
sonable price I reconstruct Karamazov’s and Raskolnikov’s cases from F.
Dostoyevsky’s ‘The Karamazov’s brothers’ and ‘Crime and Punishment’ as
examples.
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Diagrammatic Reasoning in Peirce and Frege

DANIELLE MACBETHI
DEPARTMENT OF PHILOSOPHY, HAVERFORD COLLEGE, USA
DMACBETH@QHAVERFORD.EDU

The ancient paradigm of mathematical reasoning is diagrammatic, the
sort of reasoning one finds, for example, in Euclid’s Flements. In the seven-
teenth century this practice gave way to the constructive algebraic problem
solving characteristic of, for instance, Euler. And in the nineteenth century,
mathematical practice was again transformed to become, as it remains to-
day, a practice of deductive reasoning from the contents of concepts as set
out in definitions. Both Peirce and Frege, knowing nothing of each other’s
work, took this mathematical development to show (pace Kant) that, as
Peirce thinks of it, even deductive reasoning involves constructions, in par-
ticular, the construction of diagrams, among which Peirce includes algebraic
formulae. As Frege puts what is essentially the same point, even deductive
reasoning can be ampliative, a real extension of our knowledge. And both
devised two-dimensional logical languages aimed at showing how this works,
how through the construction and manipulation of diagrams (in a broad
sense) one can make discoveries in mathematics. There are, nonetheless,
very significant differences in the notations each devised for this purpose.
My aim is to understand salient differences in the logical languages of Peirce
and Frege in light of the similarities in their overall outlooks.
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A New Perspective for Relevance Logic

DAVID MAKINSONT
PHILOSOPHY DEPARTMENT, LONDON SCHOOL OF EcoNoMics, UK
D.MAKINSON@.LSE.AC.UK

Over the years, relevance logics have been generated in many ways.
Among them may be mentioned syntactic generation by Hilbertian axiom
systems, natural deduction rules, and Gentzen consecution calculi; and se-
mantic production via Meyer-Routley relational structures and semi-lattice
semantics. Each approach has brought valuable insights and techniques,
but it seems fair to say that none has been really satisfying. That, perhaps,
is the main reason for the gradual decline of interest in the subject since
the turn of the century. In this talk, we will discuss a fresh perspective that
has recently been developed. It suitably adapts the procedure of semantic
decomposition trees, well-known for their usefulness in classical and modal
contexts, to give a ‘syntactically monitored semantics’ for relevance logic.
The semantics is perfectly classical, the syntactic monitoring is not.

Jan Lukasiewicz: his many-valued logic

GRZEGORZ MALINOWSKT]
DEPARTMENT OF LogGIc, UNIVERSITY OF LODZ, POLAND
GREGMALQUNI.LODZ.PL

The roots of many-valued logics can be traced back to 4*® century BC.
In Chapter IX of De Interpretatione Aristotle considers the timely honoured
sentence “There will be a sea-battle tomorrow”. Since the battle-sentence
refers to not actually determined events, it is a future contingent. Accord-
ingly, the Philosopher from Stagira suggests the existence of the “third”
logical status of propositions.

In 1920 Lukasiewicz and Post successfully formulated many-valued sys-
tems. Their constructions were possible in the result of an adaptation of
the truth-table method used to the classical logic by Frege and Peirce (in
1879 and 1885, respectively). Incidentally, the priority lies on the side of the
Polish scholar, who presented his three-valued logic already in his official
university lecture in 1918.

*Keynote speaker at the session “Non-Classical Logics” (page [439).
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Our first aim is to present the rationale, a philosophical background and
some technical issues of Jan Lukasiewicz ingenious logical construction in
which logical values were multiplied. I also outline further research, develop-
ment of original ideas, impact of Lukasiewicz settings and their applications.
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Contradiction, triviality, inconsistency toleration
and other misunderstandings in the empirical
sciences

MARIA DEL ROSARIO MARTINEZ-ORDAZY
NATIONAL AUTONOMOUS UNIVERSITY OF MEXICO
MARTINEZORDAZM@QGMAIL.COM

A prevalent view during the last decades in the logic and the philosophy
of science submits the thesis that — contrary to what the traditional view
might suggest [1,2] — inconsistent theories do not always have to be rejected,
as history of science has shown that inconsistencies are often present and
tolerated in scientific practice [3,4,5,6]. But, while the coherence of this
view has nowadays been widely defended, there is still no consensus on how
this toleration takes place, and more precisely, on why are inconsistencies
tolerable to begin with. My aim here is to address two important questions
concerning this view, namely: how do we usually characterize ‘inconsistency
toleration’ in empirical sciences? and how should we characterize it?

The first question has already been answered by the defenders of two
different approaches to inconsistency toleration, namely, (a) the ‘handling
inconsistency’ projects [7,8,9,5] and (b) and the ‘avoiding triviality’ projects
[10,11,12,13,14]. Projects of the first type often assume that inconsistencies

*Keynote speaker at the workshop “Reflections on Paraconsistency” (page [295).
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are falsities that, while most of the time are problematic for the scientific
endeavor, almost never, are an actual risk for scientific reasoning. In con-
trast, the defenders of the ‘avoiding triviality’ approaches assume that when
faced with a case of inconsistent science, one needs to explain how Explosion
is avoided in that very case, as Explosion has always been thought of as a
danger when talking about contradictions in science. With that in mind,
the ‘avoiding triviality’ approach has characterized inconsistency toleration
as the avoidance of triviality when facing a contradiction.

To finally provide an answer to the second question, I will claim that
the second approach is unsuccessful for the following reasons. First, while
cases of inconsistent and trivial formal theories are well documented in the
literature, the same does not happen with inconsistent and trivial empirical
theories. This has prevented philosophers and logicians of science from
grasping how triviality looks like in the context of empirical sciences. In
contrast, in the latest decades, much understanding has been gained on how
to handle contradictions in science; different strategies have been proposed,
explained and extended, and, as a matter of fact, many of the handling
inconsistencies maneuvers have been explicative of the cases of inconsistency
toleration in empirical sciences.

Furthermore, I will conclude that in order to provide a better under-
standing of inconsistency toleration in empirical sciences, we should modify
the way in which contradictions are often understood (as a risk of explo-
sion), the way in which triviality is often characterized and, of course the
way in which inconsistency toleration is often defined. All these modi-
fications should be done in such a way that these concepts are sensibly
explanatory for the actual scientific activity when facing contradictions
in empirical sciences.
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Foundational Issues: Still Meaningful

DAVID MCGOVERANT
ALTERNATIVE TECHNOLOGIES, DEERFIELD BEACH, USA
MCGOVERANQALTERNATIVETECH.COM

Keywords: formal systems, first-order logic (FOL), consistency, complete-
ness, decidability, relational, machine learning.

Dominant computing practice relies upon assumptions, perspectives and
conclusions that arose primarily from the philosophical investigations of the
19th and 20th centuries. We struggle with the relationship between syn-
tax and semantics; deduction and interpretation; and data and knowledge,
with no consensus on these matters. When we put powerful application
platforms in the hands of the uninitiated, we risk not merely inappropriate
uses but the introduction of subtle errors, both deductive and interpretive.
Lacking a common formal foundation and common semantic framework, we
may blindly integrate systems that are fundamentally inconsistent. Our use
of formal systems to represent some aspect of the physical world is more
than an abstract game: there are consequences if “the game” is not an
appropriate interpretation (i.e., a semantic model) of the formalism. Most
often, the first indications of negative consequences are the frustrations and
dissatisfactions of end users. For reasons we don’t really comprehend, in-
consistencies in the underlying formal foundations of computer applications
usually result in a “soft fail”. For example, the analytics that consume de-
rived data depend on possibly complex chains of logical inference, logic of
which most users are simply unaware and so cannot be expected to reason
about consistently.

We have been fortunate that catastrophic failures are not more com-
mon. Yet the catastrophic failures that occur in terms of scalability, secu-
rity, statistical models, and even predictive analytics are arguably related to
unresolved issues within or among the underlying logical systems. More wor-
risome than catastrophic failures having deep roots in foundational issues,
our world embraces rapid data accumulation and integration. Integration
principles for ensuring semantic consistency remain an open issue. Coupled
with minimal attention to semantics, both logical validity and semantic con-
sistency should be suspect. Despite reassuring ourselves by measuring the
statistical correlation of predictions with historical results, how should we

“Keynote speaker at the workshop “Logic for Dynamic Real-World Information”
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respond to a computational result interpreted as requiring or suggesting a
decision in the real world? Can any confidence be placed in the next query
results, analytic conclusions, machine learning, or our interpretations?

As we develop new methods of reasoning, algorithms, and representa-
tions of knowledge, we must reassess the foundations on which we have
relied. We must go beyond superficial assignments of “meaning” and ques-
tion the completeness, consistency, and decidability of the formal deductive
system we are implicitly relying upon, identifying the axioms we have unwit-
tingly embraced and their consequences. (For example, we usually embrace
ZF and ZFC set theories, but fail to recognize that they make no provi-
sion for individual objects — every “thing” is a set, possibly empty. At
the same time, FOL does not permit quantification over empty sets and
assumes that sets have individuals.) We must also be very clear about the
universe of discourse, and what it means to assert that data or information
are “missing”.

In this survey talk, I argue the importance of foundational issues, briefly
mentioning examples in database theory and practice, financial predictive
analytics, machine learning, and computational semantics (linguistic logic).

Three Probabilistic Generalizations of Deducibility

DAVID MILLERF]

DEPARTMENT OF PHILOSOPHY,
UNIVERSITY OF WARWICK, COVENTRY, UK
DWMILLERS7@YAHOO.COM

It is not so much a commonplace as an unstudied presumption that the
natural way to generalize the relation of deducibility is by means of a logical
(epistemic, judgemental) probability measure: the probability p(c|a) takes
the value 1 when the inference from the premise or assumption a to the
conclusion C is classically valid, and generally a lower non-negative value
when it is invalid. This presumption needs to be contested, since there
are several other functions, defined in terms of a probability measure p,
that provide tenable necessary conditions for classical deducibility. Indeed,
there exist essentially eight distinguishable pairs of truth functions (Z,X)
of a and ¢ such that Z is deducible from X if and only if C is deducible
from a, and in consequence there exist eight distinct functions f such that
f(cla) =p(Z|X) =1 when ¢ is deducible from a (and conversely too if p is
regular).

*Keynote speaker at the workshop “Logic, Probability and their Generalizations”
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Of particular interest, in addition to the pair (C,a), are the pair (a’,c’)
(where the prime represents negation) and the pair (C,a A ¢) (where the
triangle represents exclusive disjunction or symmetric difference). Since C
is deducible from a if and only if @’ is deducible from c’, and also if and
only if c is deducible from a A ¢, the three functions ¢(c|a) = p(c|a)
(usually called credence), q(c|a) =p(a’|c’) (called deductive dependence in
[2]), and n(c|a) = p(c|a A ¢) (which may be called nearness) all take the
value 1 when C is deducible from a. They generalize deducibility in diverse
ways: provided that € is not deducible from a, ¢(c|a) = 0 when a and C
are contraries, q(c|a) =0 when a and C are subcontraries, and n(c|a) =0
when a is deducible from ¢ (and conversely too if p is regular).

c(c|a) is almost universally understood to measure the degree of belief of
the hypothesis C given the evidence a (or the appropriate betting quotient).
g(c|a) measures the extent to which the content of C is included within the
content of a, the deductive dependence of C on a. It is often a good substitute
for ¢(c|a), for example as a measure of degree of confirmation. In [1] it
is shown how the replacement of ¢ (or p) by q resolves some outstanding
problems besetting the interpretation of indicative conditionals.

The present paper will consider whether there is any illuminating inter-
pretation of the function n. It will also seek to demystify the surprising fact
that the three functions ¢, g, n, though demonstrably distinct functions, can
be transformed into one another by means of simple linguistic translations.
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Lewis Carroll’s seven charts (and many others)

AMIROUCHE MOKTEFT]

RAGNAR NURKSE DEPARTMENT OF INNOVATION AND (GOVERNANCE,
TALINN UNIVERSITY OF TECHNOLOGY, ESTONIA
AMIROUCHE.MOKTEFIQTTU.EE

It is well known that Lewis Carroll designed a diagrammatic method to
solve syllogisms and more complex problems. These diagrams have received
growing attention in recent years among scholars who acknowledged their
merits and limitations [1]. It is less known that Carroll has also left a se-
ries of seven diagrams, known as the seven charts, of a rather different kind.
These figures depict different propositions, represented in various notations,
interconnected by lines or double-lines. These charts have been printed by
Carroll himself around 1887, presumably, to collect the opinion of his log-
ical friends. However, one has to wait 1977 for their (first) publication in
William W. Bartley’s reconstruction of Carroll’s lost logic fragments (new
edition in 1986 [2]). They have also been reproduced in 2010 by Francine
Abeles in her edition of Carroll’s logic pamphlets [3]. Both Bartley and
Abeles reproduced additional charts that have not been printed by Carroll
but were found in his logic notebook and among his manuscripts. Further
(unpublished) charts are known to exist. Interpretations of these charts
have been provided by Bartley himself and Mark Richards (both are re-
ported in [2]) and more recently by Alessio Moretti [4]. The aim of this talk
is to make sense of these charts and inquire how they stand within a long
tradition of Aristotelian diagrams in logic. For the purpose, we provide an
overview of Carroll’s charts. Then, we assess the interpretations that were
made of them. Finally, we investigate what they might teach us on Carroll’s
logical project and on the place of Aristotelian diagrams in it.
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Tones and Chords: Fuzzy and Intuitionistic
Approaches to Musical Elementhood

TuoMAS NoLIF]
ESCOLA SUPERIOR DE MUSICA DE CATALUNYA, BARCELONA, SPAIN
THOMAS.MAMUTH@QGMAIL.COM

Rudolph Carnap in his famous book The Logical Structure of the World
instances musical chords in order to illustrate his concept of quasi analysis.
And he sets the bar high, when he characterizes chords as “uniform totali-
ties, which are not composed of constituents”. On the basis of similarity cir-
cles Carnap suggests the possibility of regaining tones as quasi-constituents
of chords. So it is interesting to ask: what are the contributions of present
day working music theorists to the identification of chord-constituents (or
quasi-constituents)?

The prevalent study of musical chords as subsets X < Zio of the chro-
matic 12-tone system provides a quite restricted and abstract level of de-
scription. Nevertheless it plays a quite productive role for the generation of
new ideas and for the reconsideration of old ones. It provides insights into
aspects of musical actuality and constitutes a manageable playground for
theoretical explorations. Therefore it serves as a good starting point for the
lecture.

Linchpin and point of departure in two directions of study is the con-
version of a chord X ¢ Zjs into a characteristic function yx: Z12 — {0,1}:

1. The interpretation of xx: Zis = {0,1} c C as a function into the com-
plex numbers offers a fruitful transfer into Fourier space. Furthermore
it can be easily extended to the study of fuzzy chords or pitch class pro-
files xx: Z12 — [0,1] c C, which play a central role in cognitive studies
and statistical music theory.

2. The study of the subsets X c Zio through their affine stabilizisers, i.e
affine endomorphisms f: Zis - Zq2, satisfying f(X) ¢ X leads to an
intuitionistic interpretation of elementhood, where a refined character-
istic function xx: Zi2 — £ takes values in the subobject classifier (truth
value object) 2 of a topos Set™ of monoid actions. The special case of
the 8-element triadic monoid M and a 6-element truth value object 2
is music-theoretically illuminating and moreover it provides a nice vade
mecum into topos theory and Lawvere-Tierney topologies.

*Keynote speaker at the workshop “Logic and Music” (page [204]).
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There are remarkable parallels between prominent objects in the two
approaches: in particular between the Fourier prototypes (chords, for which
one of the Fourier coefficients of xx takes a maximal magnitude among
all non-empty subsets X ¢ Zj2) and the Lawvere-Tierney-extensions of the
triad (i.e. chords, which are classified by the concatenation j o yx of the
characteristic function of a triad and a Lawvere-Tierney topology j: 2 — ).
If time allows I will report on some explorations in the direction of a synthe-
sis of both approaches. The interpretation of the subobject classifier €2 in
terms of suitable maps «: 2 — C allows to study the characteristic functions
xx: Zi2 — ) in terms of the discrete Fourier transforms g0 xx: Z12 — C.
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Formalizing Umwelts
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The Umwelt is a notion suggested by Jakob von Uexkiill, a German
Baltic biologist in the early XXth century [2]. The umwelt is his (Kantian)
notion of how an animal or any living being like a child, “sees” the world, and
how it can act in it. This notion carries a potential for developing a language
to talk about the “subjective world” so that certain commonsense notions
can be talked about more precisely. While the notion is old, it ties up with
contemporary research in animal psychology. Also, von Uexkiill anticipated
many computer science ideas, particularly in the field of robotics, some 25
years before these were invented. Thus Uexkiill’s ideas overlap with the
discussion of the Wumpus world, a common example in [1], p. 27.

*Keynote speaker at the workshop “Logics and Metalogics” (page .

147


http://www.sci.brooklyn.cuny.edu/cis/parikh

Handbook of the 6th World Congress and School on Universal Logic

We will offer a formalism for the umwelt of an agent consisting of a set W
of worlds, a partition P of the world corresponding to the agent’s perception,
a set F of “effectors” which allow the agent to alter its environment, i.e.,
to move from one world to another, and finally a utility function U which
corresponds to what the agent currently wants. The effectors are (possibly
non-deterministic) maps from W to itself and U is a map from W xW to the
real numbers. U(u,v) represents an agent’s utility of v when the agent is at
u. The agent’s goal is to choose its actions, using its current information,
S0 as to maximize its overall utility.

Can we now think of the logic of an animal? Obviously not in the sense
in which we use the word logic. But if logic is thought of as a motivated
internal process from one internal state to another then such a thing does
become feasible. Ditto for the notion of communication where communica-
tion between two agents must be in terms of their common partition.

Two agents can combine their umwelts so that the resulting umwelt is a
sort of least upper bound to the two individual umwelts. The partition is a
common refinement of the two individual partitions and the set of effectors
is a union of the two individual sets. The utility function for the pair is no
longer linearly ordered, but a notion of Pareto optimality will still apply. If
the utilities are even partially aligned then the two agents can cooperate.
This model can then be used to explain how two species of animals can be
in symbiosis.
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Capturing Consequence

ALEXANDER PASEAUF
PuiLosorHYy FAcuLTY, UNIVERSITY OF OXFORD, UK
ALEXANDER.PASEAUQPHILOSOPHY.OX.AC.UK

The ability to capture implicational structure is a significant virtue in a
logic. First-order formalisations are for instance often preferred to propo-
sitional ones because they are thought to underwrite the validity of more
natural-language arguments than the latter.

My talk will compare and contrast the ability of some well-known logics
— propositional and first-order in particular — to capture the implicational
structure of natural language. I show that there is a precise and important
sense in which first-order logic does not improve on propositional logic as far
as respecting natural-language validity is concerned. One moral concerns
the correct way to state first-order logic’s superiority vis-a-vis propositional
logic. The second moral concerns semantic theory, and the third the use of
logic as a tool for discovery. A fourth and final moral is that second-order
logic’s transcendence of first-order logic is greater than first-order logic’s
transcendence of propositional logic.

David Hilbert’s Early Logical Notation

VOLKER PECKHAUS

DEPARTMENT OF PHILOSOPHY, INSTITUTE OF HUMAN SCIENCES,
UNIVERSITY OF PADERBORN, GERMANY
VOLKER.PECKHAUSQUPB.DE

In David Hilbert’s early axiomatic programme as presented in his “Grund-
lagen der Geometrie” (1899) logic and, with this, logical notation became
relevant around the turn to the 20th century. Hilbert style axiomatic sys-
tems are based on sets of axioms which are independent from intuition or
any extra-mathematical reality. They are justified by meta-axiomatical in-
vestigations of independence, completeness and consistency.

The tool used for proving consistency were relative consistency proofs.
The consistency of the axioms of Euclidean geometry was proved, e.g., un-
der the presupposition of the consistency of arithmetic. This required the
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axiomatization of arithmetic and the proof of its consistency. Hilbert de-
manded a logicistic solution, i.e. proving the consistency of arithmetic un-
der the presupposition of the consistency of logic. Logic became part of the
program. It had to be reformulated in an axiomatic form. A relative con-
sistency proof was impossible for logic, so Hilbert unspecifically demanded
a “direct” proof.

Subsequently the constitution of a suitable logical system became a task
within Gottingen research on the foundations of mathematics. Hilbert and
his colleagues were looking for a logical system more feasible for mathemat-
ical means than the systems on the market, in particular Gottlob Frege’s
Begriffsschrift and Ernst Schréder’s Algebra of Logic.

Notational features were instrumental for the practicability of logic for
mathematical means. The early ideas can be drawn from Hilbert’s 1905
lecture course “Logical Principles of Mathematical Reasoning”. They may
have influenced some idiosyncratic features of the logical notation later used
in the textbook by David Hilbert and Wilhelm Ackermann Grundzige der
Theoretischen Logik of 1928.
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Diagrammatic quantum reasoning
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The ZX-Calculus is a powerful graphical language for quantum reason-
ing and quantum computing introduced by Bob Coecke and Ross Duncan.
The language is universal: any pure qubit quantum evolution can be rep-
resented, and it comes with a strong equational theory which provides an
axiomatisation of some fundamental quantum properties like the comple-
mentary quantum observables within a general framework of dagger sym-
metric monoidal categories.

ZX-calculus has multiple applications in foundations of Physics but also
in quantum computing (e.g. quantum error correcting codes, measurement-
based quantum computation), and can be used through the interactive theo-
rem prover Quantomatic. The main obstacle to wider use of the ZX-calculus
was the absence of a completeness result for a universal fragment of quan-
tum mechanics, in order to guarantee that any true property is provable
using the ZX-calculus.

In this talk, we present the first complete and approximatively universal
diagrammatic language for quantum mechanics. We make the ZX-Calculus
complete for the so-called Clifford+T quantum mechanics by adding two
new axioms to the language.

“Keynote speaker at the workshop “Logic and Physics” (page .
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To Peirce Hintikka’s Thoughts
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We compare Peirce’s and Hintikka’s logical philosophies, especially their
“action-first” (“knowledge-last”) epistemologies. We identity a number of
close similarities on the following fronts:

A. Epistemology: Both developed a Socratic theory of the method of dis-
covery, which resulted in fallible epistemology and included abductive
moves in the interrogative model of inquiry.

B. Meaning: Both were proponents of subjunctive (pragmaticist) formula-
tion of meaning, rejecting sense-data and taking justification of reason-
ing grounded on observational facts.

C. Philosophy of Science: Both Peirce and Hintikka emphasized the im-
portance of the theory of the economy of research: Peirce in terms of
methodeutic scientific values and the cost-benefit analysis, Hintikka in
terms of strategic aspects of inquiry and the question-answer structures
in scientific reasoning. In both, the decisions to select/omit data and
hypothesis are considered under a realist methodology.

D. Philosophy of Logic: Both Peirce’s and Hintikka’s thoughts are charac-
terized by algebraic and relational thinking, meta-theoretical ideas, cen-
trality of epistemic modalities, and taking syntax, semantics and prag-
matics as a unity. Their respective philosophies of logic were guided by
viewing logic as a model-building activity, not inferentialism, and taking
possibilities as real.

Moreover, the origins of epistemic logic, KK-thesis and cross-identification
date back to Peirce’s writings on graphical logic, which Hintikka studied
when he was doing research for his Knowledge and Belief.

I conclude that Hintikka’s version of nominalism that he took to result
from IF logic might be the only version of nominalism acceptable to Peirce,
given the “extreme scholastic realism” of the latter and the fact that his
theory of quantification was aimed at capturing what is going on in actual
mathematical practices.

*Keynote speaker at the workshop “Hintikka’s Logical Thought” (page [355).
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Grounding as meta-linguistic relation:
grounding rules for implication

FRANCESCA POGGIOLEST]
CNRSE], ENSE], IHPSTE], PANTHEON-SORBONNE UNIVERSITY, FRANCE
POGGIOLESIQGMAIL.COM

The concept of grounding has a long and venerable history that starts
with Aristotle and continue through philosophers such as Ockham or Bolzano.
Quite recently we assist to an impressively flourishing and increasing inter-
est for the notion of grounding, which is studied and analyzed from many
different angles. Amongst them, scholars have been trying to capture the
structural and formal properties of the concept in question by proposing
several logics of grounding [e.g. see 1,2,3,4]. In these logics grounding is for-
malized either as an operator or as a predicate. The main aim of this talk is
to present a different approach to the logic of grounding, where grounding
is formalized as a meta-linguistic relation, just like the notion of derivability
or that of logical consequence. Let me call such an approach LG. The central
characteristics of LG can be resumed in the following list:

— LG allows a rigorous account of ground-theoretic equivalence.

— In LG grounding rules are unique; in particular it is possible to formulate
an unique grounding rule for negation.

— In LG it is also possible to formulate grounding rules for implication
which are quite different from everything that has been proposed so far
and that seem to better reflect our intuitions on the issue.

— Finally LG allows to prove important results such as the soundness and
completeness theorems, but also the deduction theorem.

The main aim of this talk is to present a different approach to the logic
of grounding, where grounding is formalized as a meta-linguistic relation,
just like the notion of derivability or that of logical consequence [see 4,5].
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A Compendium for Positive Logic

BRUNO Poi1za1f]
UNIVERSITY OF LYON I, FRANCE
POIZAT@QMATH.UNIV-LYON1.FR

Formulae, in a fixed language (:

General formulae are obtained from atomic formulae by iteration of A, v, 3
and - (no V, to be replaced by -3-).

Positive formula: no negation, use only A, v and 3. Its prenex form is
(3z)p(z), where ¢ is boolean positive.

Truth = Satisfaction in a L-structure (Tarski, defined by induction):
Atomic formula: basic fact.

w(a) Ap(b) is true < ¢(a) and 1(b) are true.

w(a) vip(b) is true < @(a) or ¥ (b) are true.

(Fy)e(a,y) is true < for some b in M, ¢(a,b) is true.

-p(a) is true < p(a) is not true.

Forcing (Cohen, and then Robinson, defined by induction):
Atomic formula: basic fact.

w(a) Ap(b) is forced < @(a) and ¥ (b) are forced.

©(a) vp(b) is forced < ¢(a) or 1(b) are forced.
(Fy)e(a,y) is forced < for some b in M, ¢(a,b) is forced.
—-p(a) is forced < in no continuation of M ¢(a) is forced.

All depends of the meaning that we give to the word “continuation”!

*Keynote speaker at the workshop “Model Theory” (page [226)).
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Homomorphism:

Definition. A map f from M to N, such that if the atomic formula ¢(a) is
true in M, then ¢(f.a) is true in N.

Observation. If p(a) is positive and true in M , then ¢(f.a) is true in N.
N is a continuation of M <> there is an homomorphism from M to N.
Therefore: —p(a) is forced in M <> for no homomorphism f from M into
another L-structure N, ¢(f.a) is forced in N.

Coherence of forcing:

Preservation Lemma. If ¢(a) is forced in M | it is forced in any continuation
of M.

Definition. M is generic if truth in M coincides with forcing in M.
Lemma. M is generic iff one of the following holds, for every ¢(a), a € M:
(i) If p(a) is true in M, then it is forced in M.

(i1) p(a) is forced or -p(a) is forced.

(iii) If p(a) is forced in some continuation of M, then it is forced in M.

Existence Lemma. Every model of T can be continued into a generic one.
Observation. A model M of T is generic iff every homomorphism from M
into a generic model of T" is an elementary embedding. Because of the JCP,
all the generic models satisfy the same sentences.

Conclusion (weak forcing). M forces ——¢(a) iff p(f.a) is true in every
generic continuation of M.

Positively closed models:

Definition. M is positively closed if, for any homomorphism f into a model
N of T and positive ¢(a), p(a) is true in M iff p(f.a) is true in N.

If M is pc, and if a tuple @ in M does not satisfy a positive formula ¢, then
it satisfies another positive formula ¢ which is contradictory to it, that is T°
entails ~(3z)p(z) AP (z).

Every generic model is positively closed.

Definition. A pc model M is positively w-saturated if, for any tuple a
of elements of M, any consistent set ;(a,z) of positive formulae has a
realisation in M.

Positively w-saturated pc models are generic. All the pc w-saturated models
have the same h-inductive theory.

Types:

Definition. A type in n variables xz = (21, ...z,) is a maximal set of positive
formulae @;(z) which is consistent with 7.
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We topologize the set S, (T') of types by declaring that the positive formulae
define closed sets. We obtain a precompact set which does not necessarily
satisfy Hausdorff separation condition.

The sets of types are Hausdorff if and only if the h-inductive theory of its
generic models has the Amalgamation Property for homomorphisms.

Model theory:

Tarski: we consider the class of models of a (complete) theory, and elemen-
tary embeddings between them.

Robinson: we consider the class of existentially closed models of an induc-
tive theory (with the Joint Embedding Property), and embeddings between
them.

Ben-Yaacov: we consider the class of positively closed models of an h-
inductive theory (with the Joint Continuation Property), and homomor-
phisms between them.

Morleyisation interprets Tarski in Robinson and Robinson in Ben-Yaacov.
The universal domains, that is, the w-saturated models, are more general in
Ben-Yaacov setting than in Robinson setting, and more general in Robinson
setting than in Tarski setting.

Ben-Yaacov observed that Positive Logic gives the most general Model
Theory if we want to preserve Compacity, and that the classical manipu-
lations that were done in Tarski’s setting can be extended to the positive
(and Robinson’s!) frame provided that Hausdorff separation is assumed.

Decolonizing “Natural Logic”

ScotT L. PrATIF]
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF OREGON, USA
SPRATT@QUOREGON.EDU

“Natural logic” was proposed by Henry Lewis Morgan (1818-1881) [5] as
the engine of cultural evolution, concluding that the “course and manner” of
cultural development “was predetermined, as well as restricted within nar-
row limits of divergence, by the natural logic of the human mind”. Inherited
from Kant [2] as the logic of common sense, late 19th century philosophers
and anthropologists accepted “natural logic” as the common ground of ra-
tionality that ensured that human differences were ultimately tied together

*Keynote speaker at the workshop “Sociology and Anthropology of Logic: Past and
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by a shared system of order. Lucien Lévy-Bruhl [4] recognized natural logic,
but argued as well for a pre-logical stage of human development. Others in-
cluding Franz Boas, Benjamin Whorf, and Claude Lévi-Strauss [1,7,3] took
the Kantian distinction between natural logic and scientific logic as mark-
ing the difference between “savage” and “civilized” cultures. In this case,
natural logic is the foundation upon which the latter is built, and which
serves as the basis for the survival of so-called primitive peoples through
their assimilation to its “civilized” system of order. Even as “natural logic”
shaped the 20th century response to such peoples, American logician Josiah
Royce (1855-1916) [6] proposed an alternative “primary logic” or system of
order that, like natural logic, was foundational to human agency, but also
rejected natural logic’s inherent reductionist and assimilating power. In this
discussion, I will examine the emergence of natural logic in anthropology
and its trajectory in support of the dominant colonizing system of order. I
will conclude by arguing that the primary logic of Royce provides a critical
tool that can support the work of decolonization in the present world.
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It Was So Revolting I Couldn’t Take
my Eyes Off It

GRAHAM PRIEST]
GRADUATE CENTER, CITY UNIVERSITY OF NEW YORK, USA
G.PRIESTQUNIMELB.EDU.AU

Dialetheism is the view that some contradictions are true. One might
naturally ask for examples. This paper offers a new one. There is a well
known psychological phenomenon (noted, for example, by Plato in The
Republic) in which something is so repulsive that one is compelled to look
at it. One is attracted and repelled. Prima facie, that is a contradiction,
and, given the context, a true one. I argue that is exactly what it is. A
brief discussion of dialetheism frames the topic.

General principles for the design
of logical notations

DIRK ScHLIMMI]

DEPARTMENT OF PHILOSOPHY,

McGILL UNIVERSITY, MONTREAL, CANADA
DIRK.SCHLIMM@MCGILL.CA

The context of this talk are two mathematical traditions in the 19th
century, namely those of symbolical algebra and the algebra of logic, which
were both very sensitive to the development and use of good notations.

On the one hand, Peacock, Herschel and Babbage explicitly advocated
the replacement of the fluxional notation and geometric methods in Eng-
land by the notations employed on the continent. On the other hand, many
of the disagreements between Boole, Jevons, MacColl and others frequently
concerned the notational variants that they used in their respective systems
of logic. This general interest in notations is also reflected in many com-
ments and remarks about this subject in the writings of the above mentioned
authors. In my talk, I will focus in particular on the reflections of Charles
Babbage [1,2,3] and Hugh MacColl [4,5], because they also formulated and
discussed a number of general principles that characterize a good notation.
These principles, which are not always compatible with each other, will be
used to assess and discuss various notations for logic.

*Keynote speaker at the workshop “Reflections on Paraconsistency” (page .
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Place and Value of Logic at Louis Couturat

ANNE-FRANGOISE SCHMID[
EcoLE DES MINES, PARIS, FRANCE
ANNEFSCHMID @QGMAIL.COM

Louis Couturat is known for having made known and defended the works
of logic which were contemporary to him, especially those of Russell and the
Italian school. It is a well-deserved reputation, the work of conceptual anal-
ysis and which, different, of putting in relation the mathematicians of his
time are exceptional. But if you take a closer look at it along its work,
you realize that the place and value of logic are not simple problems for
Couturat. The logic is no longer the one taught in Greek studies, and yet it
has no place in mathematics, unlike the algebra of logic to which Couturat
always returns. On the other hand, he discovers the logic of Russell as a
novelty and invention, to which he gives, in agreement with Lalande and
Itelson, the old name of Logistics. But later, in his unpublished Manuel de
Logistique (1905), he will present it as an ancient science to which symbols
have been added, yet we know he does not like the use of symbols as Peano
instituted. Couturat is therefore in a complex relationship with the logic of
his time, and we will try, in this presentation, to unfold the causes.

“Keynote speaker at the session “History” (page .
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I1l-Defined Attitudes

ROY SORENSENT

DEPARTMENT OF PHILOSOPHY,
WASHINGTON UNIVERSITY, ST. Louls, USA
SORENSENQWUSTL.EDU

A classical logician, such as A.J. Ayer, regards the law of identity,
(z)(x = x), as trivially true [1]. He has trouble understanding an agnos-
tic who cautiously withholds assent to the sweeping generalization. Ayer
is more puzzled by Hegelians and Marxists who propose counterexamples.
But his most puzzling adversary says the law is not even false. Peter Geach
([2], p.- 241) dismisses (x)(x = x) as ill-defined on the grounds that there is
no absolute identity.

*Keynote speaker at the workshop “Reflections on Paraconsistency” (page [295)).
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When the topic changes ‘God exists’, Ayer ([1], pp. 115-116) and Geach
[2] reverse roles. Now, it is Geach who must make sense of Ayer’s attribution
of nonsense. He will receive little help from standard models of belief.

Nevertheless, Geach poses the deeper enigma because he is a non-cognitivist
about a simple logical tautology. In “The Deviant Logician’s Dilemma”,
W.V. Quine ([3], pp. 80-83) says that any attempt to deny a logical law
just changes the subject. But Geach only denies that ‘(z)(x = z)’ is well-
defined.
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The Validity of Validity

GORAN SUNDHOLMF]

DEPARTMENT OF PHILOSOPHY,

UNIVERSITY OF LEIDEN, THE NETHERLANDS
GORAN.SUNDHOLM@QGMAIL.COM

VALIDITY, in many guises and shapes, is an omnipresent notion within
modern logic.

However, is the current practice with respect to validity a valid one?

I shall argue that it is not; in particular the customary conflation be-
tween inferential validity and the logical holding of consequence will be dis-
cussed and the role (need?) for a completeness theorem will be discussed.
Some consequences for epistemology and the philosophy of mathematics are
also noted.

Five notions that are all known as “validity” will be unscrambled, to
wit:

1) Validity of a proof (demonstration);

2) Validity of an inference;

3) (Logical) Validity of a wff (proposition);

4) (Logical) Validity of a consequence among wiff’s (propositions);

5) (Prawitz-)Validity of derivations in the sense of Proof-Theoretical Se-
mantics.

*Keynote speaker at the workshop “Naming Logics II” (page [332).
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Here the common conflation of 1) and 2), as well as the almost universal
reduction of 2) to 4), will be given special attention at the hand of writings
of Frege and Tarski.
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The Ace of the Second Generation
of the Lvov-Warsaw School.
Bolestaw Sobocinski and some

of his unknown philosophical views

KORDULA SWIETORZECKA|

DEPARTMENT OF LOGIC AND METHODOLOGY OF SCIENCE,
CARDINAL STEFAN WYSZYNSKI UNIVERSITY, WARSAW, POLAND
K.SWIETORZECKAQUKSW.EDU.PL

Bolestaw Sobocinski (1906-1980) was a pupil of Jan Lukasiewicz and
Stanistaw Lesniewski. He was one of the main representatives of the second
generation of the Lvov-Warsaw School, a member of the Warsaw School
of Logic. He is known as the most influential popularizer of Lesniewski’s
prothotetics, ontology and mereology, as well as the author of many achieve-
ments in set theory, theory of algebras, and symbolic logic (including many-
valued logics, modal logics). The international scientific community knows
Sobocinski as the founder and for many years editor of the prestigious sci-
entific periodical Notre Dame Journal of Formal Logic. In this lecture we
present an overview of his scientific biography. We also aim to highlight the
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lesser known side of Sobocinski — that is, his philosophical formation fol-
lowing in the footsteps of his two great teachers. Sobocinski combined the
philosophical acumen and ‘mathematical’ preciseness of Lukasiewicz with
Lesniewski’s deep philosophical interests expressed in his general and sys-
tematic framework. His early philosophical interests are known because of
his collaboration with the Cracow Circle — the Catholic ‘branch’ of the
Lvov-Warsaw School. Sobociniski did not publish any papers concerning
the topics researched by the school, having a merely ‘advisory’ role on the
subject of logic. However, as evidenced by his unpublished correspondence
with Father Bochenski, Sobocinski had his own, original philosophical views
on the topics addressed by the Circle. In his letters he discussed the issue
of the existence of universals and developed his original metaconceptualistic
point of view; he considered the possibility to formalise the concept of the
Universe on mereological grounds, and outlined the applications of mereo-
logical concepts to theological issues. This lecture will survey his views in to
the original manuscripts and suggest an modern formulation of their main
tenets.

Abstract Agent Argumentation (Triple-A)

LEON VAN DER TORRH]

COMPUTER SCIENCE AND COMMUNICATION LAB,
UNIVERSITY OF LUXEMBOURG, LUXEMBOURG
LEON.VANDERTORREQUNI.LU

RyuTA ARISAKA
UNIVERSITY OF PERUGIA, ITALY
A_RYUTAQYAHOO.CO.UK

KEN SATOH
NATIONAL INSTITUTE OF INFORMATICS, TOKYO, JAPAN
KSATOHQNII.AC.JP

Triple-A is an abstract argumentation model, distinguishing the global
argumentation of judges from the local argumentation of accused, prose-
cutors, witnesses, lawyers, and experts. In Triple-A, agents have partial
knowledge of the arguments and attacks of other agents, and they decide
autonomously whether to accept or reject their own arguments, and whether
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to bring their arguments forward in court. The arguments accepted by the
judge are based on a game-theoretic equilibrium among the argumentation
of the other agents. The Triple-A theory can be used to distinguish various
direct and indirect ways in which the arguments of an agent can be used
against his or her other arguments.

The logic of causation

SANDER _ULILEN]

INSTITUTE FOR COMPUTING AND INFORMATION SCIENCES,
RADBOUD UNIVERSITY, THE NETHERLANDS
SULJLEN@CS.RU.NL

The notion of cause and effect underpin our understanding of reality.
Indeed the whole business of experimental science is attempting to predict
whether a certain (actual or hypothetical) intervention at a given point in
space and time will affect what happens at another, typically later point. To
abstractly capture which such points can affect each other, we can employ
causal structures. Broadly, a causal structure is one of a family of graph-
like structures, where the presence or absence of connections capture which
events could, in principal, have causal affects on each other. A natural
example is the causal structure coming from relativistic spacetime, where
connections appear whenever one point in spacetime each reachable from
another without exceeding the speed of light.

In this talk, I will describe a new framework for expressing and reasoning
about causal structures, based on categorical logic. It operates by first fixing
a universe of ‘raw materials’ from which a category of causal and higher-
order causal processes is constructed. The internal logic of this category
is multiplicative linear logic, and I will show how the interplay between
this logic and the fundamentally graphical structure of process composition
yields a means of reasoning about causality, which applies to traditional
statistical causal inference, as well as reasoning about more exotic situations,
such as indefinite and quantum causal structures.

“Keynote speaker at the workshop “Logic and Physics” (page .
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Polish Contributions to Universal Logic

JAN WOLEKSKIF]

UNIVERSITY OF INFORMATION, TECHNOLOGY AND MANAGEMENT,
RzESzOW, POLAND

JAN.WOLENSKIQUJ.EDU.PL

More precisely speaking, the paper concerns those ideas developed in
Warsaw School of Logic which could be considered as contributions to uni-
versal logic. The term ‘universal logic’ was not used by Warsaw logicians.
In fact, it seems that they would have reservations with respect to the view
that universal logic is something analogous to universal algebra. Warsaw
School considered logic as autonomous field, entirely independent of mathe-
matics and philosophy. Thus, any algebraization of logic was considered as
being at odds with the priority of logic as ars artium scientia scientiarum ad
omniam aliarum scientiarum methodorum principiam viam habent (Petrus
Hispanus).

Roughly speaking, the analysis of logic as such it, according to Warsaw
logicians, the business of metalogic, considered as a part of logic itself.
Perhaps Leéniewski’s attempts to embed metalogic into his logical systems,
more precisely into protothetic, can be considered as the purest attempt
to unify logic and metalogic. Later views, instantiated mostly by Tarski’s
approach, located metalogic in metamathematics. Consequently, metalogic
consisted in mathematical analysis of logical systems. According to Tarski,
all methods accepted as mathematically standard can be and should be used
in metalogic, independently whether they are constructive or not, finitary
or not, etc. This ideology allowed to analyze logic regardless of various
philosophical orientations in the foundations of mathematics.

More special investigations, which can be eventually subsumed under
the label ‘universal logic’ include (the list is incomplete):

The relation between classical logic and non-classical systems;

The methodology of propositional calculus;

The theory of consequence operation;

The calculus of systems;

The Lindenbaum algebra;

The relations between logic and topology;

Various studies on the nature of logical concepts as the most universal.

N otk W

“Keynote Speaker at the workshop “The Lvov-Warsaw School: Past, Present and Future”
(page [270)).
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On the Formal Evolution
of Islamic Juridical Dialectic

WALTER EDWARD YOUNG

INSTITUTE OF ISLAMIC STUDIES,

McGILL UNIVERSITY, MONTREAL, QUEBEC, CANADA
WALTER.YOUNG@MAIL.MCGILL.CA

The practice of dialectical disputation among Muslim jurists may be
nearly as old as the Islamic juristic enterprise itself. But just as Islami-
cate intellectual projects (law, philosophy, theology, etc.) are marked by
a rich pluralism of opinion (khilaf/ikhtilaf), so too is the development of
Islamicate dialectical theory (jadal/munazara) pluralistic (and nonlinear),
even within the juridical domain itself. Still, there are deeper trends which
may be noted, perhaps the most important being the general infusion of
post-Avicennan syllogistic into legal theoretical and dialectical argument,
commonly understood to have begun in the 11th century CE. This trend to
greater logical formalism culminated in methods developed in a little-known
school of juristic dialectic in Transoxiana in the 12th and 13th centuries,
gaining momentum and moving westward in step with the Mongol expan-
sion. This more rigorously syllogistic juridical dialectic in turn gave birth
to a new, universal dialectical method: the adab al-bahth wa’l-munazara,
or “protocol for dialectical inquiry and disputation”, equally applicable in
theology, philosophy, and law; and this streamlined system quickly grew
into a core discipline in the Islamic Sciences, generating a massive commen-
tary tradition. In this talk, I will present a small number of vignettes —
snapshots from various moments in variant streams of Islamic juridical di-
alectic — marking certain key features at each stage. Special focus will be
maintained on the formative dynamic of dialectical disputation in shaping
both legal theory and dialectical theory itself.

*Keynote speaker at the workshop “Logic, Law and Legal Reasoning” (page [381)).
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Paraconsistency: Theory and Practice

ANNA ZAMANSKY[]
INFORMATION SYSTEMS DEPARTMENT, UNIVERSITY OF HAIFA, [SRAEL
ANNAZAM@IS.HAIFA.AC.IL

The first part of this talk will be concerned with theory of paraconsistent
logics. Namely, a new upcoming book titled ‘Effective Propositional Para-
consistent Logics’ (joint work with Arnon Avron and Ofer Arieli) will be
introduced and discussed. The purpose of this book is to provide a compre-
hensive methodological presentation of the rich mathematical theory that
exists by now concerning what is the heart of paraconsistent reasoning:
paraconsistent propositional logics. Among those logics it mainly concen-
trates on those which are effective (in the sense that they are decidable, have
a concrete semantics, and can be equipped with implementable analytic
proof systems). We will start by defining basic notions related to paracon-
sistency, considering some important approaches to paraconsistency, such
as multi-valued logics (both truth functional and non-deterministic); logics
of formal inconsistency; paraconsistent logics which are based on modal log-
ics. Each logic in the book is studied from both a semantical and a proof
theoretical points of view.

The second part of this talk will focus on practical aspects of paracon-
sistency in the context of requirement engineering, one of the fundamental
stages of software development. The problem of inconsistency in require-
ments specifications has been in the spotlight of the software engineering
community for many years. While in the previous decades, it was perceived
as a problem that needs to be eliminated on sight, recently, it has been more
widely recognized that maintaining consistency at all times is not only in-
feasible but even counterproductive. Over the last decades, a more tolerant
approach toward inconsistency has emerged [1], along with tools supporting
inconsistency management (e.g., [2,3]). However, their adoption in practice
has remained quite modest. I will describe an empirical study (joint work
with Irit Hadar and Daniel Berry [4,5,6]), which investigated practition-
ers’ perceptions and attitudes towards inconsistency management, aiming
to better understand the practical barriers of the adoption of inconsistency
management tools in practice.

*Keynote speaker at the session “Non-Classical Logics” (page [439).
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Logical Geometry and its Applications

This workshop is organized by

LORENZ DEMEY

CENTER FOR LOGIC AND ANALYTIC PHILOSOPHY,
KU LEUVEN, BELGIUM
LORENZ.DEMEY@QKULEUVEN.BE

HANS SMESSAERT
DEPARTMENT OF LiNGuisTICS, KU LEUVEN, BELGIUM
HANS.SMESSAERT@QKULEUVEN.BE

Aristotelian diagrams are compact visual representations of the elements
of some logical, lexical or conceptual field, and various logical relations hold-
ing between them (e.g. contradiction and contrariety). These diagrams have
a rich history in philosophical logic, which can ultimately be traced back
to the works of Aristotle and Apuleius. Without a doubt, the oldest and
most widely known example is the so-called ‘square of opposition’ for syl-
logistics, but throughout history, authors have also developed larger, more
complex diagrams, such as hexagons, octagons, and even three-dimensional
diagrams. In contemporary research, Aristotelian diagrams have been used
in nearly all subbranches of logic, such as modal logic, various families of
non-classical logics, probabilistic and fuzzy logic, consequential logic, and
logics of rational agency. Furthermore, because of the ubiquity of the re-
lations that they visualize, Aristotelian diagrams are also frequently used
outside of logic, in disciplines such as philosophy, linguistics, computer sci-
ence, law, cognitive science, and natural language processing.

In recent years, Aristotelian diagrams have also begun to be studied as
objects of independent logical and diagrammatic interest, giving rise to the
burgeoning field of logical geometry. Rather than focusing on the specific
details of any given application, logical geometry aims to develop a system-
atic theory of Aristotelian diagrams in general. On the logical side, it studies
topics such as information level, logic-sensitivity and the interplay between
Aristotelian, duality and Boolean structure; on the visual/geometrical side,
it is concerned with informational vs. computational equivalence in Aris-
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totelian diagrams, and with analyzing these diagrams as purely geometrical
entities (in terms of symmetry, Euclidean distance, polyhedral duality, etc.).

The keynote speaker at this workshop is Amirouche Moktefi (page [145)).

Call for papers

The Workshop on Logical Geometry and its Applications (WoLGA) at
UNILOG’2018 aims to deepen our theoretical understanding of the logical
and diagrammatic behavior of Aristotelian diagrams, as well as to broaden
our perspective on their (historical and contemporary) applications. Rele-
vant topics include (but are not restricted to):

Aristotelian diagrams for non-classical logics

Aristotelian diagrams and metalogical considerations

the interplay between Aristotelian and duality relations

the interplay between the Aristotelian relations and Boolean structure
probabilistic interpretations of the Aristotelian relations

relations between (families of) Aristotelian diagrams

Aristotelian diagrams from the perspective of diagram design

various kinds of symmetry in Aristotelian diagrams

logical and geometrical distance in Aristotelian diagrams

case studies on Aristotelian diagrams used in medieval logic (Western
and Arabic)

e case studies on Aristotelian diagrams used by Modern logicians (e.g.

Keynes, Carroll)

case studies on contemporary uses of Aristotelian diagrams in logic
e case studies on contemporary uses of Aristotelian diagrams in other

disciplines (e.g. computer science, linguistics)

A one-page abstract should be sent via email before October 5th, 2017
(extended deadline!) to lorenz.demey@kuleuven.be and hans.smessaert@
kuleuven.be.

Notifications will be sent out by November 15th, 2017.
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Logical Oppositions in Avicenna’s Hypothetical Logic

SALOUA CHATTI
UNIVERSITY OF TUNIS, TUNISIA
SALOUACHATTI11@QGMAIL.COM

In his hypothetical logic, Avicenna introduces new kinds of hypothetical
propositions by using quantifications ranging over situations (or times) and
distinguishing between universal and particular, affirmative and negative,
conditionals or disjunctives. For instance, the conditionals are expressed
thus:

A-hypothetical conditional: “Whenever A is B, then C'is D”;
I-hypothetical conditional: “Maybe when A is B, then C' is D”;
E-hypothetical conditional: “Never if A is B then C is D”;
O-hypothetical conditional: “Not whenever A is B, then C is D”.

In these propositions the elements are predicative but simple. However,
in section 7 of al-Qiyas [1], pp. 361-384, he goes further by considering hypo-
thetical propositions, where the elements are themselves quantified proposi-
tions of the form A, E, | and O. These propositions have structures like the
following ones: “Whenever every A is B, then every C is D” (“whenever
A; then Ay” for short) or “Never when every A is B, then Some C' is D”
(“Never if Ay then Iy” for short), and so on. In [1], chapter 1 of section 7,
pp- 361-372, he provides sixteen different A-hypothetical conditional propo-
sitions by combining their A, E, | or O elements in all possible ways. In the
same way, he provides 16 E-hypothetical conditionals, 16 |I-hypothetical con-
ditionals and 16 O-hypothetical conditionals by combining their quantified
elements in all possible ways, and, in [1], chapter 2, pp. 373-384, he makes
the same thing with the disjunctive hypothetical propositions. He also says
that the logical relations of contradiction, contrariety, subcontrariety and
subalternation hold between all these propositions.

In this contribution, I will consider only the hypothetical conditional
propositions listed in chapter 1 of section 7, and will analyse the logical
relations between all of them. Now, in Avicenna’s frame, all A-conditional
and l-conditional propositions, whether categorical or hypothetical have an
import (i.e. they require the truth of their antecedents to be true), while all
E-conditional and O-conditional propositions, whether categorical or hypo-
thetical do not have an import. As a result, the 16 A-hypothetical condition-
als are different from the 16 E-hypothetical ones, while the 16 I-hypothetical
conditionals are different from the sixteen O-hypothetical ones. So the to-
tal number of distinct propositions is 64. This gives rise at first sight to 8
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octagons, each containing two A-hypotheticals and two I-hypotheticals and
their contradictories. These octagons are not necessarily of Buridan’s kind,
for we find some octagons of Johnson-Hacker’s kind plus another new kind
of octagons, different from them both. The octagons can also be grouped
two by two, which gives rise to several figures containing 16 vertices and
allows for more relations between the propositions. This shows the richness
of the theory.

References
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mal Logic, vol. 16(3), 1975, pp. 352-353.

On the Interaction of Tense and Aspect — Merging Kites

DANY JASPERS
KU LEUVEN, BRUSSELS, BELGIUM
DANY.JASPERS@QKULEUVEN.BE

As illustrated in [1, p. 333], a past-oriented binary choice [+ R(etroject)]
followed by a future-oriented binary choice [+P(roject)] suffices to distin-
guish the four basic finite tense types of English: present [-R,-P], future
[-R,+P], past [+R,—P], conditional [+R,+P].

name example Tensel Tense2  Aspectl Aspect2
past(xR) fut(+P) perf prog
simple pres  works - - - _
simple fut will work - + - _
simple past  worked + - _ _
simple cond would work + + - -

In our talk, we shall first review the evidence that these two choices
form an asymmetric ordered pair (+R,+P), with the past oriented binary
choice =R linearly before and vertically higher in the syntactic structure
than the future oriented binary choice +P. This state of affairs parallels the
asymmetrical earlier to later iconicity that characterizes path expressions
such as spatial from Brussels to Paris or temporal from 2 to 5, where the
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temporally prior source expression precedes — and its phrase structurally
arguably includes — the temporally later goal expression.

That the (xR, +P)-asymmetry might well be relatable to the source-
goal asymmetry of path expressions is reinforced by the equally and sim-
ilarly fixed relation between the two aspectual binary features [tperfec]
and [tprogressive]. The perfective aspect restricts the situation expressed
by the root verb work to a finite past-oriented time-segment starting before
and leading up to the point P. The progressive (or continuous) aspect, for its
part, restricts the situation expressed by the root verb to a future-oriented
time-segment that includes P, but is longer and stretches to some finitely
distant point after P. This is what creates the still-going-on effect in John
is working.

And here too, what is involved is an ordered pair: (+perf, £prog). Though
the two aspectual choices involve finite time-segments rather than jumps to
tense reference points, they are characterised by the same source-goal or
before-after-asymmetry as (xR, +P), witness the only possible order of the
perfective and progressive auxiliaries in the tense forms below.

name example past(R) fut(P) perf prog
pres perf prog  has been working - - + +
fut perf prog will have been working - + + +
past perf prog  had been working + - + +
cond perf prog would have been working + + + +

While the tense-pair (+R, +P) has been analysed in terms of a connected
pair of Jacoby-Sesmat-Blanché-hexagons, the aspectual pair will be shown
to involve a similar connected double-kite grafted onto each of the four basic
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tense vertices in the kite-representation provided in [1, p. 135, fig. 12], more
specifically the A- and Y-corners of each of the two connected kites.

Reference

1. D. Jaspers, “The English Tenses, Blanché and the Logical Kite”, in The
Road to Universal Logic: Festschrift for 50th Birthday of Jean-Ywves
Béziau, Volume II, edited by A. Koslow & A. Buchsbaum, Birkh&user,
2015, pp. 319-337.

Squares, Cubes and Circles. Sketches of Oppositional
Geometry between Geulincx and De Morgan

JENS LEMANSKI
FERN UNIVERSITY, HAGEN, GERMANY
JENS.LEMANSKIQFERNUNI-HAGEN.DE

Normally the history of oppositional logic and especially “oppositional
geometry” is focused on squares of opposition in the middle ages and the
20th century: Aristotle has used terms of “oppositional geometry” such as
“contrariety” and “contradiction” [1] which were elaborated by (Ps-)Lucius
Apuleius Madaurensis in form of a “quadrata formula” [2]. This square of
opposition became popular by scholastic philosophers. The oldest document
of this geometrical form was found in a church in Gotland [3]. Finally, in
the 20th century, the square of opposition was transformed in a “logical
hexagon” and a “logical tetrahexahedron” ([1] and [4, ch. 7]) by Augustin
Sesmat (1951) and Robert Blanché (1953).

In addition to that history, my talk brings up a discussion on the ge-
ometry of logical opposition between the 17th and the 19th century. A few
examples can be mentioned to show the diversity of topics: at first, I will
argue that Arnold Geulincx has invented a logical cube in which a square
of opposition is integrated [cf. 5, ch. 7]. But another more sophisticated
form of the logical cube was provided in Johann Christian Lange’s Inven-
tum novum quadrati logici universalis, published in 1714. This cube (see
the frontispiece) combines Eulerian diagrams (by using cubes in a vertical
order) with oppositional geometry (by using arrows). In the last part of my
talk, I will show the connection between the early modern forms of opposi-
tional geometry with modern logic, especially the analysis of Augustus De
Morgan [6].
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End of the square?

FABIEN SCHANG
FEDERAL UNIVERSITY OF GOIAS, BRAZIL
SCHANGFABIEN@QGMAIL.COM

It has been recently argued that the well-known square of opposition is
a useless gathering that can be reduced to a one-dimensional figure, viz. an
ordered line segment of positive and negative integers [1]. However, one-
dimensionality leads to some difficulties once the structure of opposed terms
goes beyond categorical statements, including logical hexagons.

An alternative structure is proposed in the present talk, relying upon a
semantics of bitstrings and leading to a systematic gathering for any length
n of the bitstrings [3]: the structure is a rectangle whenever n is odd; it is
a square whenever n is even, although the latter are not structured like the
Aristotelian square [2].

2"2boxes (when 7 is even)
2012 boxes (when 7 is odd)

_______________________

—————————————————————————————————————————————————————————————————————————

2"2boxes (when # is even)
— 20-D2poxes (when 7 is odd)

_______________________________________________________________________
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Category Theory and Logical Geometry — Is a commutative
diagram an Aristotelian diagram?

DANIEL WENZ
RHEINISH-WESTPHALIAN TECHNICAL UNIVERSITY, AACHEN, GERMANY
DWENZ80QGMAIL.COM

Category theory is concerned with structural equivalence between dif-
ferent objects in the same and between different formal frameworks (cat-
egories). Its most important tool are commutative diagrams (structure-
preserving arrow-diagrams), which serve (as the drawings in classical ge-
ometry) as the foundation for a special kind of diagraphical reasoning. In
its form of topos theory it is powerful enough to provide an analysis and a
reconstruction of classical-mathematical and intuitionist logic. My presen-
tation revolves around the question “Are the diagrams of category theory a
kind of Aristotelian diagram?”.

One of the main selling points of category theory is that it provides a
macro view on formal structures and their inter-relations that would not be
possible by any “direct” comparison of these structures. The same is true of
Aristotelian diagrams. Both provide an overview by representing structures
and their relations by a picture. In both cases, this picture can, according
to a special kind of grammar, get a step-by-step interpretation. But this
pictorial mode of representing is itself not sequential and the information
it contains cannot be reduced to one sequential reading. Furthermore, the
geometrical features of the diagrams can “show” new ways how to read (or
sometimes to rearrange) it.

In my presentation, I will give a short introduction into the way diagrams
are utilized in category theory. I will — by using a simple example — show
how the contemplation of such a diagram can trigger the discovery of new
inter-structural features and point in a way how to prove it. I will compare

177


https://arxiv.org/abs/1604.03054

Handbook of the 6th World Congress and School on Universal Logic

this to simple examples of classical Aristotelian diagrams and the way they
are utilized. In this comparison the focus will be on the function of the
geometrical property of symmetry.

f*Ey ——— 5 By

A
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Practices of Writing and Reading in Logic

This workshop is organized by

ANNA-SOPHIE HEINEMANN
UNIVERSITY OF PADERBORN, GERMANY
ANNASOPHQMAIL.UPB.DE

AMIROUCHE MOKTEFI
TALLINN UNIVERSITY OF TECHNOLOGY, ESTONIA
AMIROUCHE.MOKTEFIQTTU.EE

A great deal of the working logician’s job is to write and read. This
holds in at least two senses:

First, in order to tackle a task in logic, it is necessary to apply the rules
for transformation or deduction as stated relative to a given logical system.
In order to apply these rules correctly, you may produce certain inscriptions
and watch a sequence of transformations of an initially given formula, i.e.,
you may write down the consecutive steps and eventually read off the result.

But secondly, there is a broader sense in which writing and reading
are relevant to logic. Communicating logical problems (and solutions) in-
evitably requires activities of writing for an audience, and most commonly
at least some bits of prose. Then, participating in the ‘logical community’
will typically require to disseminate your outcomes. But participating in
the ‘logical community’ also requires to work through others’ contributions.
Hence activities of reading are necessary to assess received input — which
may then again be commented on, corrected or disproved. Moreover, the
range of available input may depend on individual or collective activities of
selecting and systematizing items of logical work which is deemed as rele-
vant. Hence what there is for you to read may to great extent depend not
only on what has been written, but also on what has been read by others.

The presently announced workshop aims at an account of logic as con-
strued from logicians’ practices of writing and reading in both respects.
Further interests are activities of commenting or reviewing, and of publish-
ing and collecting. In order to take an interdisciplinary stance, the workshop
will allow for a variety of approaches.

The keynote speakers at this workshop are Dirk Schlimm| (page|158)) and
Volker Peckhaus (page [149).
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Call for papers

Topics for contributions may include, but are not restricted to:
Questions of notation in logicians’ formalizations
Questions of literary style in logicians’ prose
Tools for collaborative research in logic
Bibliometrical research on logic publications

The role(s) of logic journals

The role(s) of reviewing sections in logic journals
Translations of logical literature

Logicians’ publishing activities

Logicians’ reviewing activities

Logicians’ perusal of public or research libraries
Logicians’ private libraries and collections
Correspondence among logicians

Correspondence among logicians and publishers

Contributed talks should not exceed a duration of 30 minutes including
discussion. To submit a contribution, please send a one-page abstract by
November 15, 2017 to annasoph@mail.uni-paderborn.de.

Logic as Subject and Method of a Logician’s Work

MoriTtz CORDES
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF GREIFSWALD, GERMANY
CORDESM@QUNI-GREIFSWALD.DE

A good book on logic or mathematics usually has a transparent and
detailed overall structure, takes care to state its definitions and theorems in a
well-marked fashion and routinely draws its inferences without commenting
on each of them. — Notably in formal logic there does not seem to be one
strand that managed to put these three features into one object-language
system. In addition, most of the common systems have none of the three
features. The features vaguely alluded to in that sentence are these:

(A) representation of super-argumentative structures
(B) consistent signalling of discursive functions of what is being said
(C) confinement to the borders of one language

The main part of the talk will consist in outlining a formal system
which has all three features while not diverging too much from <mainstream
logic> before describing how such a system may guide logicians in devel-
oping their thoughts in writing. Said system is most intuitively presented
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as a modification of standard first-order logic in three respects. First, the
atomic category of performators is added, object-language indicators of the
discursive functions. Second, the resulting language gets a natural deduc-
tion calculus allowing one to shed all commentary devices (like rule com-
mentary). Third, different kinds of sentence sequences are acknowledged
leading to a corpus logic, meaning a logic that allows one to arrange for-
mal texts of thetic, argumentative, inquisitive or other character in a linear
fashion. These three measures together fulfill the features (A-C).

References

1. P. Hinst, “Pragmatische Regeln des logischen Argumentierens”, in Logik
und Pragmatik. Zum Rechtfertigungsproblem logischer Sprachregeln,
edited by C.F. Gethmann, Suhrkamp, Frankfurt, 1982, pp. 199-215.

2. F. Reinmuth, Logische Rekonstruktion. Ein hermeneutischer Traktat,
Dissertation, Institute of Philosophy, University of Greifswald, 2014,
http://ub-ed.ub.uni-greifswald.de/opus/volltexte /2014 /1996.

3. F.Reinmuth & M. Cordes, “Commentary and Illocutionary Expressions
in Linear Calculi of Natural Deduction”, Logic and Logical Philosophy,
vol. 26(2), 2017, pp. 163-196, doi.org:10.12775/LLP.2017.002.

Writing and Drawing in Logic — the Case
of Aristotelian Diagrams

LORENZ DEMEY

CENTER FOR LOGIC AND ANALYTIC PHILOSOPHY,
KU LEUVEN, BELGIUM
LORENZ.DEMEY@KULEUVEN.BE

When communicating their research, logicians not only write words and
formulas, but they also draw various kinds of diagrams. The use of diagrams
has a very long history in logic, including diagrams such as the Porphyrian
tree and the pons asinorum in medieval logic, and Euler diagrams, Venn
diagrams and Peirce graphs in more recent times [2]. In this contribution,
however, I will focus on yet another broad category of diagrams used in logic,
viz. Aristotelian diagrams. These diagrams visually represent the elements
of some logical, lexical or conceptual field, and the logical relations hold-
ing between them (in particular, the relations of contradiction, contrariety,
subcontrariety and subalternation). Without a doubt, the oldest and most
well-known example is the ‘square of opposition’ for the categorical state-
ments from syllogistics; however, throughout history, several larger, more
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complex Aristotelian diagrams have also been devised, such as hexagons,
octagons, cubes and rhombic dodecahedra.

The central question of this contribution is: what exactly is the role of
Aristotelian diagrams in the practice of logicians? Given their widespread
use, it seems obvious that these diagrams indeed do have an important
methodological role to play, but it is unclear what that role consists in pre-
cisely. Previous work has tried to address this issue from a highly theoretical
perspective. For example, Smessaert and Demey [3] develop a sophisticated
mathematical account of the information contents of Aristotelian diagrams;
based on this account, they then argue that the widespread use of Aris-
totelian diagrams is due to their informational optimality. In this con-
tribution, these theoretical approaches will be complemented with a more
practice-based perspective [1]. In particular, I will present a detailed ex-
amination of the writings of logicians regarding Aristotelian diagrams. In
other words: which reasons do logicians themselves offer for their use of
Aristotelian diagrams? I will distinguish four broad views on the use of
Aristotelian diagrams.

First of all, the received view holds that Aristotelian diagrams primarily
serve as mnemonic devices, used mainly when introducing novice students
to the abstract discipline of logic. However, this view has become untenable,
because today, most Aristotelian diagrams are no longer found in logic text-
books, but rather in research-level papers/monographs from a wide variety
of reasoning-related disciplines (logic itself, but also linguistics, psychology,
computer science, etc.).

A second view focuses on the cognitive advantages that Aristotelian
diagrams have in virtue of their multimodal nature (symbolic/textual +
visual). This second view is related to the first one, but it is still funda-
mentally different: whereas the first view focuses exclusively on the use of
Aristotelian diagrams in pedagogical contexts, the second one accommo-
dates both teaching and research-level contexts. However, this account has
difficulties to explain the use of larger, more visually complex diagrams,
such as octagons and, especially, three-dimensional diagrams.

Thirdly, certain authors motivate their use of Aristotelian diagrams by
emphasizing their rich and respectable tradition within the broader history
of logic. In this way, the tradition of using Aristotelian diagrams gets en-
dowed with a certain degree of (implicit) normativity. This view is, at best,
incomplete, because it cannot offer an explanation as to why the tradition
of using Aristotelian diagrams came about in the first place.

The fourth, and in my opinion most plausible view, holds that Aris-
totelian diagrams have a powerful heuristic potential. They function as a
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new layer of abstraction that enables researchers to draw high-level analo-
gies between seemingly unrelated frameworks, and to introduce new con-
cepts (by transferring them across frameworks). On this view, Aristotelian
diagrams primarily function as a unifying language for a broad interdisci-
plinary research community working on logical reasoning.
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Teaching Begriffsschrift: Frege’s Notation and the Problems
of Pedagogy

DAVID DUNNING
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Logical concepts become legible in the medium of written notation.
Logic’s celebrated metamorphosis into a mathematical discipline in the late
nineteenth and early twentieth centuries depended upon systems of writ-
ing that transformed no less dramatically than the ideas they expressed.
Perhaps the most striking notational novelty of that period was Gottlob
Frege’s two-dimensional Begriffsschrift, or “concept-script”, introduced in
[1]. Frege’s contemporaries criticized his notation, and its reputation as a
strange, difficult system persisted. But Frege himself always defended his
Begriffsschrift, and recently scholars have argued that it is far more perspic-
uous than Frege’s peers appreciated [2,3,4].

Alongside these welcome discussions of the Begriffsschrift’s philosophical
value in the present, I focus here on Frege’s notation in its historical con-
nection with his teaching. A logician who introduces a new notation does
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so with the hope that a community of researchers will actually use it; in
this sense notation is a social project. Frege had little success on the social
side of notation-building, but he understood its importance. His sustained
efforts to teach students in Jena to use Begriffsschrift spanned decades. As
Frege drew and explicated his sprawling symbolism on the blackboard, how-
ever, he did not invite students into any sort of dialogue. I argue that by
conducting his lectures without interaction, Frege performed in practice his
theoretical position that logic was already there to be observed, not sub-
ject to human intervention or manipulation. Just as Frege promoted his
notation as an observational technology for arraying logic on the page, so
was attending his lectures a passive, observational experience. By explor-
ing Frege’s concept of notation as he enacted it in the classroom, I aim to
reveal the enmeshed social and theoretical layers of the ultimately practical
question of how people write logic down.
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Practices of Writing and Reading in Logic: the 14th Century
case of Thomas Manlevelt
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Not much is known about the fourteenth-century logician Thomas Man-
levelt, but his work is remarkable enough. His fame rests chiefly on a series
of short treatises on the then newly-developed terminist logic, comprising
De suppositionibus, De confusionibus and De consequentiis. Widely popu-
lar in the fourteen hundreds, they were in use as textbooks and commented
upon at universities all over the continent.
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In this paper I will rather concentrate on his extensive commentaries
on the so-called Old Logic: the Isagoge by Porphyry and the Categories by
Aristotle. Manlevelt’s commentary on the Isagoge, the Questiones libri Por-
phirii, is edited in full, with introduction and indices, by the presenter of this
paper, as volume 113 in the series Studien und Texte zur Geistesgeschichte
des Mittelalters (STGM), Brill, 2014. An edition of Thomas Manlevelt’s
commentary on the Categories is currently in preparation.

Following in the footsteps of William of Ockham, Manlevelt stresses the
individual nature of all things existing in the outside world. In his com-
mentaries on the Isagoge and the Categories, Manlevelt radically challenges
our conceptual framework, by extending Ockhamist tenures and insights to
any logical, and if need be metaphysical or theological subject matter. We
are confronted with a radical variety of nominalism, outdoing Ockham in
a number of ways. With Manlevelt, early Ockhamism is being pushed to
its extremes. He applies Ockham’s razor in an unscrupulous manner to do
away with all entities not deemed necessary for preservation. In the end,
Manlevelt even maintains that substance does not exist.

In relation to Thomas Manlevelt’s 14th century commentary (and my
21st century edition of it) most if not all of the topics mentioned in your
call for papers will be cursorily or thoroughly dealt with — from either the
medieval or the medievalist perspective.

Thus, on the topic of notation in logicians’ formalizations, I will take a
look at Manlevelt’s rudimentary use of the letters of the alphabet to stand
not only for people and things, or their accidental properties, but also for
propositions — which may be looked upon as a token of liked-mindedness
among a certain school of logicians, as well as a tools for collaborative re-
search in logic. On the topic of literary style in this particular logicians’
prose, I will have a stern verdict to make over Manlevelt’s arid prose style,
combined with a highly sophisticated modeling of the argumentation: the
questio in optima forma. Of course, hard data on any kind of correspon-
dence between medieval logicians are hard to find, but a keen reader of any
of these logician’s texts may well try and establish which other logicians’
works may have been at his elbow while composing his own tracts or com-
mentaries. And at whose elbow his own works came to be lying in their
turn. Review activities in our present day sense of the term are not be ex-
pected from Manlevelt, if only because of the lack of logic journals in those
days. But implicitly and sometimes quite explicitly he does praise some of
his colleagues and predecessors, and harshly blames others.

From a more medievalist and to some extent bibliometrical perspective I
will spend some words on Manlevelt’s afterlife (following a seven centuries’
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slumbering) in his present days editions, mentionings in logic journals, et
cetera. The only thing to be said about translations of logical literature
in the vein of Manlevelt and logicians like him, is that to a large extent
translations are unnecessary. Everyone interested in this branch of logic
reads the works in Latin. Translations will only become an issue when the
philosophical community at large gets wind of this extraordinary thinker.
The day we are all eagerly looking forward to.

Note on Paul Hertz and the Origins of the Sequent-Notation

JAVIER LEGRIS

CONICET[], INTERDISCIPLINARY INSTITUTE OF POLITICAL ECONOMY,
UNIVERSITY OF BUENOS AIRES, ARGENTINA

JLEGRISQRETINA.AR

In his PhD Dissertation [1], Gerhard Gentzen (1909-1945) made use of
the sequent notation in order to develop a structural framework for logic
systems that combined features of axiomatic systems and Natural Deduc-
tion. This notation enabled him to prove the famous Hauptsatz, regarded
as a landmark in the history of mathematical logic and essential in the de-
velopment of (ordinal) proof-theory. Gentzen adopted this sequent-notation
from the “Systems of propositions” (German: Satzsysteme) of Paul Hertz
(1881-1940), previously studied by him in [2]. Hertz developed in the sec-
ond decade of 20th Century these systems as an original approach to the
formalization of logic, on the basis of a sole logical concept, represented by
the arrow ‘=’. In Hertz’s sense, a “proposition” is an expression of the
forms:

(1) a—b,
(2) ay,a9,...,a, = b,
where a,a1,a9,...,a, are called the antecedents of the propositions and

b their succedent. In [3], examples of relations between propositions in a
system are represented geometrically. In this context, the notion of “ideal
element” is introduced, whose function consists in the reduction of relations
between the propositions. Hertz considered the rules for these proposi-
tions as the “essence of logic” [4]. The very idea of sequent calculi and of
structural rules was conceived in Hertz’s systems. Their goal consisted in
achieving reduction methods for axiomatic systems from which some sort
of “minimal” and independent system could be obtained, that is, a system
where proofs should be as elemental as possible. Hertz’s proposal was quite
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idiosyncratic at this time (dominated by the notation of Principia Mathe-
matica) and can be compared with previous ideas by others logicians.

The aim of this paper is to evaluate Hertz’s ideas from the point of view
of their notational innovation and to analyze Gentzen’s interpretation of
this innovation in order to determine Hertz’s specific influence in Gentzen’s
work. In the paper its place in the context of the development of symbolic
logic will be also discussed.
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Truth-tables and Tautologies in Early Logical Empiricism:
Hans Hahn as a Pioneer of Logical Pluralism

ALEXANDER. LINSBICHLER
UNIVERSITY OF VIENNA, AUSTRIA
ALEXANDER.LINSBICHLERQUNIVIE.AC.AT

Outlines of the history or philosophy of logical empiricism mention Hans
Hahn in passing, if at all. He is usually characterized as a typical proponent
of the Vienna Circle, embracing both empiricism and modern logic, de-
fending logicism, and rejecting synthetic judgements a priori. However, by
taking the specific audience of his few philosophical writings into considera-
tion, this paper argues that a second look reveals momentous idiosyncrasies
in Hahn’s positions.

Goldfarb, Ricketts, Uebel and others [1,2,3,4,5,6] have meticulously re-
constructed how early logical empiricists appropriated Russell’s logicism
and Wittgenstein’s notion of tautology in different ways. Particularly, in
contrast to Schlick, Carnap used truth-tables in order to characterize tau-
tologies. This notation facilitated his development towards the principle of
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tolerance and logical pluralism. Compared with this, Hahn’s role as a pio-
neer of logical pluralism has not been sufficiently acknowledged yet, partly
due to the informal style of his few philosophical writings, which were di-
rected towards a broad public. It is only transcripts of Hahn’s courses at
the University of Vienna which document his use of truth-tables. Along
with hitherto barely discussed remarks in the meetings of the Vienna Cir-
cle, Hahn’s more technical lectures to students and experts corroborate the
claim that he indeed systematically adopted logical pluralism prior to Car-
nap and Menger.

As a consequence of the more nuanced reading proposed in this paper,
Hahn'’s logicist and nominalist philosophy of mathematics is not subject to
the otherwise fatal critique brought forward by Godel [7].
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On the Notation of Fred Sommers’ Traditional Formal Logic
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This talk will be about the notational choices made by American philoso-
pher Fred Sommers in the design of his system of formal logic, called Tra-
ditional Formal Logic (TFL). Starting in the 1960s, Sommers objected to
the mainstream practice in formal logic, rooted in the work of Frege: in
particular, Sommers criticized the quantifier-variable rendering of general
statements, because this practice produces formal sentences which are of-
ten syntactically distant from their natural language equivalents. Sommers
instead proposed that a logic like Aristotle’s, that takes sentences of the
form “[Some/All] X [are/are not] Y” to be primitive, could be formalized to
achieve the same inferential power as the mainstream Fregean logic, while
maintaining the ease for users and learners that comes with syntactic close-
ness to natural language. Thus, in developing TFL, Sommers paid close
attention to how his logic would be used, an important aspect of which
is its notational design: Sommers revised TFL’s notation many times over
three decades, as he invented new notational devices and his design princi-
ples changed.

At the beginning, Sommers’ desiderata for his notation were ease of use
and extendibility to sentences of arbitrarily high complexity, but over time
these evolved to include psychological realism, i.e., the belief that a logical
notation can and should mirror the actual cognitive processes of reasoning.
These desiderata sometimes came into conflict, and in later versions of TFL
concerns with psychological realism seem to take precedence over ease of
use. Ease of use, moreover, is difficult to characterize, in part because it
depends on the examples on which the logic is employed — in particular,
the frequent choice of Lewis Carroll’s logic puzzles as in-text examples by
Sommers and his followers shows the ease of using TFL for those puzzles,
but that easiness may not extend to more “everyday” situations of infer-
ence. Sommers’ notational choices can also be fruitfully compared to those
of historical designers of formal logical systems. For instance, like Boole,
Sommers chose to exploit analogies of logic to arithmetic and algebra in
his notational design, despite important and potentially confusing disanalo-
gies. Also, contra Frege, Sommers uses mathematical symbols in his logical
notation, reflecting his vision of TFL as a tool for philosophers, to aid in
natural-language reasoning, rather than as a tool for mathematicians, to
organize proofs.
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This talk will present TFL’s notation at several stages of development,
and assess to what extent the notation realizes Sommers’ design principles
at that stage, making comparisons to past developments of logical systems
to illuminate the assessments.
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Truth Tables without Truth Values.
On 4.27 and 4.42 of Wittgenstein’s Tractatus
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In 4.27 Wittgenstein [2] presents a formula, which calculates the possible
combinations “with regard to the existence of n atomic facts”:

w50

This formula is much more complicated than 2", which, as Max Black
pointed out [1], is equivalent to (WF). However, I will argue that Wittgen-
stein actually has good reasons to present (WF) instead of 2": In (WF)
Wittgenstein doesn’t need to assume truth values, which he refutes to as-
sume as independent objects, but only atomic facts.

While 2" calculates the amount of possibilities to assign 2 truth values
to n atomic facts, (WF) calculates the sum of the number of possibilities
to chose v from n atomic fact for all v from 0 to n. Thus, truth values are
nor considered in (WK), but only the existence and non-existence of atomic
facts.

When Wittgenstein presents a truth table for the conditional in 4.442 he
only marks the possible combinations of atomic facts with “W” and leaves a
blanket for the impossible combination. Thus, Wittgenstein uses “W” not
in order to assign a truth value, but to mark the combinations of atomic
facts. I will present a notation, which consequently puts Wittgenstein’s idea
forward by replacing this kind of truth tables by pure tables of atomic facts
or, to put it in other words, truth tables without truth values.
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Proof Theory

This workshop is organized by

PETER _SCHROEDER-HEISTER| & 'THOMAS PIECHA

DEPARTMENT OF COMPUTER SCIENCE,

UNIVERSITY OF TUBINGEN, GERMANY
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Proof theory is one of the core disciplines of mathematical and philo-
sophical logic and needs no further explanation or advertising.

The keynote speakers at this workshop are Francesca Poggiolesi (page|153))
and Alexander Leitsch (page [134]).

Call for papers

We invite contributions on all aspects of proof theory, philosophical or
technical. Topics include:
general proof theory
categorial proof theory
type theory (including foundations)
computational aspects of proofs
consistency
proof systems for non-classical logics
proof editing
ordinal analysis
structural and substructural proof theory
proof-theoretic treatment of paradoxes
historical aspects of proof theory
proof-theoretic semantics

Abstracts (one page) should be sent by October 5, 2017 via e-mail to
cfp-proof-theory@informatik.uni-tuebingen.de.
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Tomographs for Substructural Display Logic
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The central feature of Belnap’s Display Logic [1] is the possibility of
displaying every formula occurring in any given sequent as the only formula
in either the antecedent or succedent. This is accomplished by means of
structural connectives that retain the positional information of the contex-
tual formulae as they are moved aside. Goré accommodates substructural,
intuitionistic and dual intuitionistic logic families by building upon a ba-
sic display calculus for Bi-Lambek logic. His version uses two nullary, two
unary, and three binary structural connectives. Since the structural connec-
tives are not independent of one another, display equivalences are required
to mediate between the binary structural connectives.

I propose an alternative approach in which two graph-like ternary struc-
tural connectives express one set of three structural connectives each. Each
of these new connectives represents all three sequents making up one of the
two display equivalences. The notion of sequent disappears and is replaced
by that of a structure tomograph consisting of systems of ternary connec-
tives in which nodes mark the linking of the connectives and of formulae
to those connectives. The turnstile of a sequent is represented by the high-
lighting of a single node linking connectives.
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The Existence of Pure Proofs
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Topic of our talk is the notion of pure proofs from a proof theoretical
point of view. In a first step, we explain how to deal with this informal
philosophical notion in a formal way. We identify formal counterparts to the
relevant philosophical concepts and notions and provide a formal definition
of pure proofs, this means a definition of pure derivations (in the calculus
of Natural Deduction).

The main goal of our talk is to show that every derivation can be trans-
formed into a pure derivation, namely into a derivation satisfying the follow-
ing condition: every non-logical symbol (the counterparts of mathematical
notions) occurring in the derivation already occur in an essential assumption
or in the conclusion of this derivation.

Partial results are easily obtained via well-known results: it is a technical
lemma that we may replace unnecessary constant symbols by variables.
Pureness with respect to relation symbols is a consequence of the existence
of the Prawitz normal form and of the subformula property. The crucial
aspect is the treatment of function symbols: to prove the existence of a pure
derivation, we have to replace some (only the unnecessary) occurrences of
terms in a derivation by variables, and to show that the resulting derivation
satisfies our demands.

In the course of our argumentation, we overcome some technical difficul-
ties: we introduce a formal notion of occurrences of terms in a derivation.
We identify congruent occurrences of terms in a derivation, namely those
occurrences which have to be of the same shape due to the inference rules
according to which the derivation under discussion is generated. Finally, we
show under which conditions such congruent occurrences can be replaced
by variables (or other suitable terms). Applying this substitution theorem
to derivations in Prawitz normal form, we obtain pure derivations.

Our result also sheds light on the problem of the identity of proofs, an-
other philosophically relevant problem of proof theory. When transforming
a derivation into its pure version, we do not change its normal form, but
an essential property of this derivation. This seems to be a good reason to
reconsider, whether we should identify derivations having the same normal
form.
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Extensions of Non-Monotonic and Non-Transitive
Atomic Bases
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The paper presents a proof-theoretic approach to nonmonotonic logics
that are in line with inferentialism and logical expressivism [3,2,1,7]. Thus,
the paper remedies the problem that previous attempts to capture logical
expressivism in a formal system [3,5] have been criticized for being mono-
tonic [6], and that a recent attempt to provide a nonmonotonic system
doesn’t include logical constants [9].

According to logical expressivism, it is the characteristic job of logical vo-
cabulary to make explicit (i.e. to put into the form of something assertable)
inferential relations among atomic sentences, i.e., a material consequence
relation over atomic sentences. According to the kind of semantic inferen-
tialism that goes naturally with logical expressivism, the meanings of atomic
sentences are determined by this atomic consequence relation. This suggests
that logical expressivists should introduce logical vocabulary by extending
atomic bases, i.e. atomic languages plus consequence relation over them.

Material atomic consequence relations are plausibly nonmonotonic, and
they plausibly obey Containment (I' | p if p € T'). Nonmonotonic con-
sequence relations that obey Containment cannot obey multiplicative Cut
(since it allows us to go from ' b p and T',p,q | p to T, ¢ | p). Hence, the
logical expressivist needs logics that (conservatively) extend atomic bases
without allowing Weakening or multiplicative Cut.

I provide a sequent calculus for such non-monotonic, non-transitive base
extensions. I take the sequents in the base consequence relation as axioms
in a tweaked version of G3cp. The extensions are supraclassical, and the
Ketonen-style rules I am using are invertible. This allows us to give the
connectives an expressivist interpretation. I show how this sequent calculus
can be turned into a natural deduction system by subscripting sentences
to keep track of the assumptions we used in a way familiar from natural
deduction systems for relevance logics.

Along the way, I compare and contrast my expressivist base extensions
to work on base extensions in the tradition of proof-theoretic semantics.
Most work on extensions of atomic bases focuses on monotonic and transi-
tive bases [10,11(pp. 313-328)]. Sometimes the assumption of transitivity is
motivated by an interest in what Schroeder-Heister calls “definitional reflec-
tion” [4,12,13]. Piecha and Schroeder- Heister [8] have noted that a certain
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kind of monotonicity isn’t plausible if we take atomic bases to be mean-
ing determining. I go further and argue we should also reject transitivity
(multiplicative Cut) and definitional reflection as constraints on meaning
determining bases.
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Distributive Deductive Systems:
the case of the First-Order Logic

DOROTA LESZCZYNSKA-JASION & |SZYMON CHLEBOWSKI
DEPARTMENT OF LOGIC AND COGNITIVE SCIENCE,
ADAM MICKIEWICZ UNIVERSITY, POZNAN, POLAND
DOROTA.LESZCZYNSKA@AMU.EDU.PL,
SZYMON.CHLEBOWSKI@QAMU.EDU.PL

The objective of our research is a modern reflection on the notion of
proof and on the effectiveness of its construction. In the project we take
advantage of the fact that various proof systems can generate the same
or closely related solutions for the same problem (a formula) with various
complexity (understood both in terms of the time complexity and in terms of
the size of the derivation tree). Therefore it seems like a lot can be achieved
in the field of complexity of proof-search by dividing the initial problem into
“subproblems” and assigning to each subproblem a “proof module” which
is computationally optimal for the given subproblem.

A distributive deductive system (DDS, for short) for a given logic L
consists of two layers: the module-layer of proof systems and the meta-layer.
Proof systems of the first layer are understood as sets of rules enriched with
procedures and/or heuristics of their use. The rules act on finite sequences
of sequents. Each such proof system — called a module — simulates a proof
method (or proof methods) to the effect of computational characteristics of
the method. For example:

e Module A stores rules acting on finite sequences of left-sided sequents.
The rules simulate the method of analytic tableaux in the original ac-
count and system KE with the rule of cut.

e Module D enhances the method of resolution. The rules act upon finite
sequences of right-sided reversed sequents.

e Module E stores rules acting on finite sequences of right-sided sequents,
the rules are of synthesizing character.

Hence the different modules of a DDS represent (and characterize) a
rich collection of various proof methods. The task of the meta-layer is to
distribute parts of a derivation among different modules. Consequently, the
meta-layer will distribute the computational costs of conducting a derivation
among the modules. More specifically, the meta-layer analyses the input
data (such as a single formula) using simple functions, such as the length of
a formula, the number of distinct variables in a formula, but also the pattern
of connectives nested in the scope of other connectives; then, taking into
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account the procedures and/or heuristics available, the meta-layer chooses
the form of a sequent used for the input and hence also the module (modules)
from the module-layer that will be used at the start. In case of big inputs,
the obtained sequents may be analysed by the tools of the meta-layer many
times. For example, the initial input is analysed to a collection of sequents
and the meta-layer indicates that while part of the sequents can be efficiently
treated with the rules of analytic tableaux (module A), for the other part
it is more convenient to decide its inconsistency with resolution system in
module D.

The aim of our talk is to present the idea of distributive deductive sys-
tems and the results obtained so far for the case of the First-Order Logic.

Remarks on Sequent Calculus

ENRICO MORICONI

DEPARTMENT OF CIVILIZATION AND FORMS OF KNOWLEDGE,
UNIVERSITY OF Pi1sA, ITALY

ENRICO.MORICONIQUNIPI.IT

In the last section V of his thesis, after the proof of the Hauptsatz,
Gentzen proved the equivalence between the main three types of formal-
ization of the logical inference: the Hilbert-Ackermann system (H.A.), the
Natural Deduction Calculus (N.D.), and the Sequent Calculus (S.C.). In this
proof we can see, so to say, the birth of the same formalism of S.C., which is
maybe the most important formalization of logical deduction ever provided.
Also the handwritten version of the thesis, let’s say Ms.ULS, contains a sim-
ilar proof of equivalence, as we have learnt from the important researches
made by Jan von Plato on the newly found Gentzen’s texts. Admittedly, the
last section of the thesis is normally rated “less important” than the other
sections, but nonetheless it casts some important light on the emergence of
the S.C., and more generally on some structural features of Gentzen’s work.
In the Thesis the equivalence proof proceeds through the following sequence
of steps: i) a proof that every derivation within the H.A.-axiomatization can
be transformed in an equivalent derivation of N.D.-calculus; ii) a proof that
every N.D.-derivation can be transformed into an equivalent S.C.-derivation;
iii) a proof that every S.C.-derivation can be transformed into an equivalent
H.A.-derivation. The proof is conducted first for Intuitionistic logic and
afterward for Classical logic. In this way, of course, the goal to prove the
equivalence of all three calculi is accomplished. However, the main single
component showing the origin of S.C. is the translation of derivations bualt
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within N.D.-formalism into derivations built within the axiomatic logical
calculus of Hilbert and Ackermann’s book. And it is interesting to note that
in the pertinent part of Ms.ULS Gentzen provided a proof of the equiva-
lence between N.D.-calculi and the H.A.-formalism by showing the possi-
bility to translate every (classical) N.D.-derivation into an equivalent H.A.-
derivation; in this way it is explicitly supplied a missing link which is only
implicitly present, as a by-product of previous steps i)-iii), in the published
version of the thesis. Gentzen proceeds as follows: given an N.D.-proof of,
say A, one first lists all those assumptions which are not already discharged
before the accomplishing of the inference leading to A. Let us indicate them
by I'. Then one substitutes A by I' - A. If A is an assumption, A - A
takes its place. The steps of inference of N.D. are accordingly translated:

A B -4 A->B
A& B T A>A&B

Paired with the occurrence of the figure of sequent, here we see, probably
for the first time, the disentangling of two meanings often conflated in the
notion of implication: the propositional (object-language) connective, say
o, and the (meta-level) notation for the formal derivability relation, say —.
Of course, in this step Gentzen was greatly helped by his work on Hertz-
systems from the summer of 1931, which output his first published paper
of 1932.

Beside trying to retrace the intricate threads leading to the proof of
the equivalence, I mean to focus on the emergence of two paradigms in
the conception of Cut. The paradigm of structural reasoning, which was
preserved in the intermediate calculus LDK of Ms.ULS , where the Cut
rule continues to play a fundamental role, and the analytic paradigm. In
the latter paradigm analytic proofs were the new goal, and Gentzen was
able to attain it thanks to the Hauptsatz proved for that “evolution” of
LDK-calculi which is constituted by the LK-calculi. In the latter calculi,
structural reasoning was sharply separated from logical meaning, and the
general setting was purely inferential.

I& ~
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The mathematics of derivability

GERARD R. RENARDEL DE LAVALETTE

FACULTY OF SCIENCE AND ENGINEERING,
UNIVERSITY OF GRONINGEN, THE NETHERLANDS
G.R.RENARDEL.DE.LAVALETTEQRUG.NL

Traditionally, the notion of derivability (or provability) in proof theory is
defined in terms of derivations: sequences or tree-like structures consisting
of formulae or sequents, satisfying certain conditions involving proof rules.
The ‘driving force’ of derivations usually consists of conditional statements:
implications in the object language (¢ — 1), entailments in the metalan-
guage (¢, |— © A1), or proof rules involving sequents (if T I— ¢ and
F,wl—x then F,(p—wpl—x).

I propose an alternative definition of derivability, capitalizing on the dy-
namic character of conditional statements. It is based on set-valued func-
tions JF: p(EXP) — ©(EXP), where EXP denotes a collection of expressions,
with the intended meaning: for all E ¢ EXP, E entails the expressions in
F(E). So when EXP is a collection of atomic formulae, then JF represents
the Horn sentence

(AT = ¢).
TCEXP eF(T)
When EXP is a collection of formulae of some logical language, then F
represents the collection of sequents I' |— @ for all T' ¢ EXP and all ¢ € F(T').
And when EXP is a collection of sequents, then F represents the proof rule
from 8 infer I’ I— p, for all collections of sequents

8={Til-¢i|iecl}cEXP

and all sequents I' I— ¢ in F(8).

In [1], I experimented with this idea in the context of propositional Horn
logic. This led to several results on uniform and polynomial interpolation.
Along the way, a characterization of validity was established: F |= g iff
Gc J*,ie G(P)c T*P) for all sets P of atoms. In other words: (the
Horn formula represented by) JF entails (the Horn formula represented by)
G if and only if G is contained in the reflexive transitive closure F* of F.
Moreover, it appeared that the set-valued functions form a weak lazy Kleene
algebra (a notion inspired by [2]), governed by axioms like:

(FuG)oFH=(FoH)u(Go3H),
TuFoF*cF*

ifFoGc G then oG G.
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Here J is the identity function, and u is defined by
(Fu9)(P)=F(P)us(P).
The left distributive version
Fo(GUH)=(FoG)u(FoXH)
of the first axiom does not hold, and neither do the variants

JuF* oFcT*
and
if FoGcF then FolG*cF

of the second and third axiom.

In the paper abstracted here, the notions and results sketched above are
extended to full Horn logic, where the atomic formulae contain terms and
variables and where all formulae have implicit universal quantification at
the outermost level for all occurring variables. For this purpose, the theory
of set-valued functions is extended with substitutions o: EXP — EXP. The
characterization of validity now reads

FES iff 9;( L] (a-ff))*,

0eSUB

where SUB denotes the set of all substitutions and where o - F is defined by
(0-F)(X) ={o(p) | cEXP(X ={o(¢) [ e Y} & peF(Y))}.

With the proper establishment of notions and results for the combi-
nation of set-valued functions with substitutions, we can scale up to the
investigation of proof systems for algebraic theories and propositional log-
ics, involving sequents. The next step to first-order logic requires another
extension to deal with variable binders (like quantifiers). All in all, it is my
goal to substantiate the claim that set-valued functions are a core ingredient
for the proper mathematical analysis of derivability.

References

1.  G.R. Renardel de Lavalette, “Interpolation in propositional Horn logic”,
Journal of Logic and Computation, doi:10.1093/logcom /exx(042.

2. B. Moller, “Kleene getting lazy”, Science of Computer Programming,
vol. 65(2), 2007, pp. 195-214.

201


https://doi.org/10.1093/logcom/exx042

Handbook of the 6th World Congress and School on Universal Logic

From Syntactic Proofs to Combinatorial Proofs

LuTZ STRABBURGER
INRI SACLAY ILE-DE-FRANCE RESEARCH CENTRE,
LI, ECOLE POLYTECHNIQUE, PALAISEAU, FRANCE

Proof theory is a central area of theoretical computer science, as it can
provide the foundations not only for logic programming and functional pro-
gramming, but also for the formal verification of software. Yet, despite the
crucial role played by formal proofs, we have no proper notion of proof iden-
tity telling us when two proofs are “the same”. This is very different from
other areas of mathematics, like group theory, where two groups are “the
same” if they are isomorphic, or topology, where two spaces are “the same”
if they are homeomorphic.

The problem is that proofs are usually presented by syntactic means,
and depending on the chosen syntactic formalism, “the same” proof can
look very different. In fact, one can say that at the current state of art, proof
theory is not a theory of proofs but a theory of proof systems. This means
that the first step must be to find ways to describe proofs independent from
the proof systems. In other words, we need a “syntax-free” presentation of
proofs.

Combinatorial proofs form such a canonical proof presentation that (1)
comes with a polynomial correctness criterion, (2) is independent of the
syntax of proof formalisms (like sequent calculi, tableaux systems, resolu-
tion, Frege systems, or deep inference systems), and (3) can handle cut and
substitution, and their elimination. Below is an example showing how a
combinatorial proof can be extracted from a deep inference derivation:

"B~ (ava) "G B (ava) (bvb)na

acli(bvb)Aa ac 7(be)Aa

In a nutshell, a combinatorial proof consists of a purely linear part (de-
picted above in blue/bold) and a part that corresponds to contraction and

*Institut National de Recherche en Informatique et en Automatique
"Laboratoire d’Informatique de 1’Ecole Polytechnique
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weakening (depicted above in purple/regular). Combinatorial proofs can
be composed horizontally and vertically, and can be substituted into each
other.

In this presentation, I will discuss the basic definition of combinatorial

proofs, how they can be normalized, and how we can transform syntactic
proofs into combinatorial proofs and back.

References

1. D.J.D. Hughes, “Proofs without Syntax”, Annals of Mathematics,
vol. 164(3), 2006, pp. 1065-1076.

2. D.J.D. Hughes, “Towards Hilbert’s 24th problem: Combinatorial Proof
Invariants: (preliminary version)”, Electronic Notes in Theoretical Com-
puter Science, vol. 165, 2006, pp. 37-63.

3. L. StraBlburger, Combinatorial Flows and Proof Compression, Research
Report RR-9048, Inria Saclay, 2017, https://hal.inria.fr/hal-
01498468.

4. L. Straflburger, “Combinatorial Flows and Their Normalisation”, in

Conference on Formal Structures for Computation and Deduction,
LIPIcs[|book series, vol. 84, edited by D.W. Miller, 2017, also published
in Schloss Dagstuhl, vol. 31, Leibniz-Zentrum fuer Informatik, 2017,
pp. 1-31.

*Leibniz International Proceedings in Informatics

203


https://hal.inria.fr/hal-01498468
https://hal.inria.fr/hal-01498468

Handbook of the 6th World Congress and School on Universal Logic

Logic and Music

This workshop is organized by

INGOLF MAX
UNIVERSITY OF LEIPZIG, GERMANY
MAXQUNI-LEIPZIG.DE

This workshop shall represent a privileged platform to make an impor-
tant step forward to new universal approaches to logic(s) of music. The story
goes back at least to the ancient Greeks: Aristotle invented his logic as a
formal theory of syllogisms of categorical sentences. Pythagoreans brought
mathematics and music into a very general and close contact (harmony of
spheres). It depends from our understanding of the relation between logic
and mathematics whether there is a direct connection between them with
respect to music. In the 16th century we find an intensive use of several
aspects of syllogistic forms in the context of cantus (composition). Leibniz
looked on logic as “ars inviendi” on the basis of his new understanding of
syllogistic forms. But he also develops his “algebra of thought”. Algebraic
investigations of different aspects of music can be seen as purely mathemat-
ical or as autonomously logical (model-theoretical) paradigms.

The workshop focuses on the relatively autonomous approaches to logic(s)
of music and musical logic, i.e. logic in pieces of musical compositions. We
invite composers, conductors, musicians and musicologists interested in the
interplay between logic and music to submit a paper or just active partici-
pation. Another objective is to bring together researchers from all over the
world into closer contact. The organizer of this workshop plans to edit a
special issue of a journal (e.g. Logica Universalis).

The keynote speaker at this workshop is Thomas Noll (page [146)).

Call for papers

Topics may include:
e syllogistic forms in musical patterns
e Leibniz’s logic of music
e axiomatic and model-theoretic music theoryf]

*This research topic was initiated by Susanne K. Langer, “A Set of Postulates for the
Logical Structure of Music”, The Monist, vol. 39(4), Oxford University Press, 1929,
pp. 561-570.
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e music in the context of non-classical logics like intuitionistic logic, many-
valued logic, modal-tense logic etc.

logical vs. mathematical approaches to music

rules and syntax in logic and music

recursiveness and compositionality in logic and music

logic of melodies

logic of scales, intervals and chords

chord operators

logic of musical harmony

logic of cadence

logic of rhythm

logical spaces of music

logic of music vs. musical logic

logic of (violation of) musical expectation

applications of a logic of music: analysis of pieces of composition, (au-
tomatic) pattern recognition, creation of new pieces of music

Contributed talks should not exceed a duration of 30 minutes including
discussion. Abstracts (500 words maximum) should be sent via e-mail,
before October 5, 2017, to logic.music2018@gmx.de.

Outside-in or inside-out? A logic for human sensory system

(GAETANO ALBERGO
UNIVERSITY OF CATANIA, ITALY
GAETANOALBERGO@QYAHOO.IT

According to [2] there is a transfer of structure from waveforms to audi-
tory experiences. Colour experience is completely different in this respect.
The causal connections here are outside-in, but not inside-out; the experi-
ence of colour gives us information that enables us to undertake epistemic
activities concerning external things, but it is not innately associated with
the ability to produce or adjust the colour values of the things one sees. If
colour experience is useful for influencing the world, it is so only by the in-
termediary of acquired generalizations. An artist can reproduce her colour
experiences in paint. But she has to go to Art School to learn enough about
paints to do so. When we identify the external properties correlated with
the experience of colour, we go beyond untutored vision, reconstructing the
external reality of colour with the help of information additional to that
which is available in colour-experience alone.

If we follow [2], the component incompatibility of red and green would,
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however, seem to be an artifact of the human red-green visual opponent
processing system. We hear sounds and smell smells, but we do not as
a rule hear and smell the objects that are their causal source as qualified
particulars. But, if it is just a question of causal source Matthen’s thesis is
trivial. Paradoxically, visual imagery a priori would be more reliable than
visual perception.

Furthermore, I think that if Matthen aims to demonstrate that the logic
of determinable and determinate implicit in the function of human sen-
sory system is not conceptual, he reintroduces the same logic when he talks
about musical harmony. Quoting [3], we could say that the musician not
only thinks about sound, but also ‘in sound’. Thinking about sound, it
might be admitted, can be construed on a linguistic model — an ‘inner
speech’ using the vocabulary of auditory qualities and relations. Indeed
much of the thinking that a composer does is conceptual thinking about the
relationships of sound patterns, and since the notion of conceptual thinking
as analogous to language leaves open the question of how precise the anal-
ogy is, it is surely not too far-fetched to take a linguistic approach to this
aspect of the composer’s activity. With the aspect I referred to above as
‘thinking in sound’, a more intimate relationship between composition and
sound, the ‘linguistic model’ begins to look far too narrow and specialized,
a limit for Matthen’s model.
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Inferentialism and Music: the Art of Implication
and Negation

VOJTECH KOLMAN

INSTITUTE OF PHILOSOPHY AND RELIGIOUS STUDIES, FACULTY OF ARTS,
CHARLES UNIVERSITY, PRAGUE, CZECH REPUBLIC
VOJTECH.KOLMAN@FF.CUNI.CZ

The aim of my paper is to establish link between musical experience and
Brandom’s “space of reasons” in its role of the linguistic proxy for Hegel’s
System of Spirit. My proposal goes like this: First, one takes the basic
connectives of formal logic — implication and negation — and gives them a
more general meaning of (materially good) inference and conceptual incom-
patibility. Since these can be found in every reasoning, the foundations of
“the System” are set with formal logic adopting a more general, dialectical
function. Accordingly, Brandom tracks the concepts of inference and in-
compatibility back to Hegel’s notions of mediation (modeled on the middle
term of a syllogism) and negation (in the specific sense of differentiation).
This framework is broad enough to allow the musical experience to fit in.

In this final step, I am drawing on the work of Leonard Meyer who, in his
theory of musical understanding, combines Peirce’s consequential theory of
meaning (according to which the meaning of some event consist in the sum
of its consequences) with Dewey’s conflict theory of emotions (according to
which emotions are adjustments of some conflicting changes in our body).
Just notice the joint presence of both, implication and negation here.

Now, according to Meyer’s theory, the emotions employed in music are
aroused when an expectations, a tendency to respond, is skillfully suspended
or permanently blocked. The basic expectational tendencies are those trace-
able to the regular functions of organism such as breath and pulse. So, e.g.,
the strong emotional reaction typically results from the conflict between
the expected regular succession of strong and weak beats and its inhibition
by means of syncopation. These immediate emotions are adjusted by those
concerning general matters of style, such as the existing keys in which the
piece can be played or the ways one usually closes the phrase, to be negated
by means such as an unexpected modulation or a deceptive cadence.

On the one hand, establishing link between musical space and space of
reasons is easy now, since the expectations are obviously inferentially artic-
ulated. On the other hand, the suggested link is complicated one because
in musical space the self-consciousness is at work from the very beginning:
one of the musical effects is achieved by composers deliberate evoking ex-
pectations that are negated later. I will close my argument by means of an

207


http://ufar.ff.cuni.cz/10/doc-phdr-vojtech-kolman-phd

Handbook of the 6th World Congress and School on Universal Logic

example, sketching a line in which the emotional reactions might be devel-
oped from relatively basic, transitive ones to those that are more complex
and intransitive, and in which the self-conscious interplay of “implication”
and “negation” is entertained in a transparent way.
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Musical Activity as the Basis for the Evolution of Joint
Intentionality and Nonlinear Grammar

ANDRIUS .JONAS KULIKAUSKAS

DEPARTMENT OF PHILOSOPHY AND CULTURAL STUDIES,
VILNIUS GEDIMINAS TECHNICAL UNIVERSITY, LITHUANIA
ANDRIUS-JONAS.KULIKAUSKAS@QVGTU.LT

The perfection of singing, drumming and dancing, performed in unison,
may have driven our evolutionary ancestors to develop joint intentionality,
nonlinear grammar, and additional traits which distinguish us, as humans,
from the other great apes.

As Tomasello has persuasively argued, what seems to distinguish us
from the great apes is our joint intentionality. Chimpanzees play different
roles in hunting a monkey. But each will abandon the team if distracted
by something more rewarding. One-year-old human infants, on the other
hand, persist until everyone on their team receives their reward. Our ability
to be an ad hoc “we” makes us human.

Humans typically manifest this solidarity physically through body lan-
guage. We exhibit a “sixth sense” by which we unconsciously orient our-
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selves towards those present around us. We synchronize all of our move-
ments. When we slow down a video of people, they seem to be dancing.
Other great apes may lack this joint synchronicity.

Musical activity could have fostered such joint synchronicity. It may
have started with identical twins. Rhythmic unison — singing, drumming
and dancing together — may have attracted mates, and engendered a vir-
tuous cycle of rapid evolutionary change. This would have fostered that
“sixth sense” but also improved vocal chord control. For the group, musical
activity could have heightened the sense of “we” before and after a shared
activity, such as a hunt. Work songs fostered a sense of shared work. As
the repertoire of songs grew, they could influence language.

In linguistics, Jackendoff has noted that syntax must have arisen after a
protolanguage with a linear grammar which was quite robust. Such a linear
grammar is used by sailors speaking pidgin; second language users who
never develop fluency; people with certain brain injuries; deaf children who
develop their own gestures; but also the great apes. It consists of strings
of words for which there are no rules. Word order is simply determined
pragmatically in context.

Joint musical activity demands a perfection of all and at all times. It
thus legislates rules. Sounds or words must be annunciated exactly. Rituals
develop. Words and concepts become categorized, as Levi-Strauss observed.
People develop a sense of right or wrong, in-tune or out-of-tune, grammatical
or ungrammatical. Rules must be followed in creating new words. Syntax
arises as rules which may not be broken, and is distinct from pragmatic
constraints.

Language arises from pragmatic activity. Nonlinear grammar arises with
the division of labor such that we can perform a task that we do not com-
pletely understand, as when using a new word, or playing our own part in a
greater musical whole. This fosters our ability to hear what others are say-
ing as well as what we ourselves are thinking. Whereas perhaps other apes
can only think one perspective at a time. Thus they can answer questions
but they never ask them. Musical activity teaches us to be “I” and “you”
and “they” and “we”, in parallel.
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Listening and Reading: Temporalities of Musical Performance
and Notation

GIULIA LORENZI
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF MILAN, ITALY
GIULIA.LORENZI.PHILOSOPHY @HOTMAIL.COM

Since McTaggart’s ground-breaking article of 1908, most philosophers of
time have recognised the distinction he draws between dynamic (“A-Series” )
and static (“B-Series”) orderings of temporal sequences. Though there is
much debate about the moral(s) to be drawn for the metaphysics of time,
the distinction itself is firmly established and well understood (Harrington
2013). The aim of this talk is to exploit the distinction to draw out some
structural differences between various modes of access to musical sources.

On the one hand, the experience of listening to music forms an ordered
sequence (from start to finish), has fairly determinate extension in time (not
too fast, not too slow), and requires attention from moment to moment (not
just overheard). These features can be captured by an “A-Series” analysis
and point to some essential characteristics of the enjoyment of music. On
the other hand, the analysis of a score permits us to examine structural
features (such as symmetries), to linger or skip, and to break off at will.
The notation is spread out in space, not unlike the time-lines deployed by
theorists of the “B-Series” to conceptualise the relations of “earlier than”
and “later than”.

The question arises — but can hardly be settled other than by stipula-
tion — of the possible senses in which a reading of a score can be a source
of properly musical enjoyment, and a disanalogy is suggested between the
priorities here and those we find, for instance, between the spoken and the
silently read in the reception of poetry: the notes on the stave represent
sounds, where the words of a poem are words.
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Is there any logic of harmony?

INGOLF MAX
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A logic can be understood as the fixation of a set of constitutive rules
(a codez, a formal game). Le., we fix the internal meaning of all symbols
(figures, players) involved in this game. We define inference relations and
prove theorems in the object language as well as in the meta language.
Harmony as a context-free relation between chords can be understood as
the internal meaning of music.

The minimum assumptions of a logic of harmony are:

1. Fixation of logical space: Our logical space is the chromatic scale of tone
pitches explicated by a discrete scale of integers. Each integer can be used to
represent exactly one single tone. Tone intervals are ordered pairs of pitches
and will be represented by ordered pairs of integers of the form (z;,z;)
with x; > x;. Each interval has a characteristic positive length I (I > 0):
L({xi,z;)) = . The chromatic scale — like the scale of integers — is to be
thought as open in both directions and, therefore, infinite. Independently
from our hearing capacities we have an infinite number of tones, intervals
and chords.

2. Declaration of chords as our basic (minimal) expressions context-freely
identifiable by its inner structure: A key feature of the logic of chords is
that this formal theory is not an atomistic one. The basic elements are
chords consisting of at least three tones, two basic intervals and one reference
interval. A basic interval is the relation between directly adjacent tones in
a chord. The reference interval is the relation between the sharpest and the
deepest tone of any chord. If we consider chords with more than 3 tones
we have at least one level of intermediate intervals. A chord is a molecular
expression characterized not only by its tones but mainly by its matriz of
interval lengths. Each chord can be uniquely identified solely by its inner
structure. A class of (partially or totally tone-different) chords — e.g., the
class of 3-tone-major-chords in root position — can be identified simply by
knowing its characteristic matrix of interval lengths common to all of its
elements. Chords are logically independent of each other in the sense that
any sequence of chords is allowed without any restriction.

3. Chord operators: Chords are harmonically dependent in the sense that
each pair of chords constitutes internal harmony which can be described by
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using chord operators. Internal harmony is nothing else than the relation
between two or more chords based solely on the inner structure of these
chords. In this sense “chord” as well as “harmony” are formal concepts.
Euphony is not necessary. E.g., we have of course chords and harmony
in twelve-tone music (dodecaphony) and free jazz in a chromatic space.
A wunary chord operator takes a chord as its input and yields a chord as
its output. There are operators permuting the lengths of basic intervals.
Examples are complete inversions of basic interval lengths relative to tone-
related or interval-related fixed points (among them a kind of non-classical
negation of chords) and cyclic permutation operators. There are tone-related
operators like barré operators (outputs with identical matrices of interval
lengths. An n-ary chord operator (n < 2) takes an n-tuple of chords as input
and yields a chord as its output. If it comes to more complex harmonic
constructions like sequences consisting of tonic, subdominant and dominant
(cadences) it can be useful to have at least binary operators to create them.

4. Inference relations: Characterization of types of tone-related inference re-
lations as well as inference relations with respect to interval lengths: Tonal-
ity can be understood as rule-governed restrictions on the inner structure
of chords as well as restrictions on the sequences of chords (e.g., creating
cadences) accompanied by special inference properties.

If total this means that we will show that there is a partial positive
answer to our initial question but the jury is still out.

Musical Performance: a Composition of Monads

NICK ROSSITER
NORTHUMBRIA UNIVERSITY, UK
NICK.ROSSITER1 @BTINTERNET.COM

MICHAEL HEATHER
UNIVERSITY OF CAMBRIDGE, UK
MICHAEL.HEATHERQTRINITY.CANTAB.NET

Much work has been done on computer representations of music at the
physical level. Developments such as K-nets by Klumpenhouwer and Lewin
provide a way for representing transformations from one pitch-class to an-
other. Category theory should facilitate the development of a logical ap-
proach to music, which can be mapped into one of the physical approaches
for implementation. Towards this aim Mazzola and Andreatta developed
the idea of a category of directed graphs (objects = notes or chords, edges
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= music operations such as transposition), as a topos-based approach for a
description of the music, ultimately delivering the generalised PK-net with
the concepts of form and support. PK-nets enable heterogeneous collections
of musical objects to be naturally compared and manipulated as described
by Popoff, Andreatta and Ehresmann [1].

The work to be presented builds on that developed for information sys-
tems, taking up the challenge of a testing application for the Cartesian
monad approach to universal design [2]. A principal aim is to capture the
performance of music as a communication between the musicians and the
audience using the categorial construction of a monad. In this respect the
monad, a term originally used by Leibniz, presents a musical performance
as a composition over time signatures, with adjointness between each step:
the monad looking backwards and then forwards and its associated comonad
looking forwards and then backwards. The physical characteristics of the
notes in each time-frame are complex, so it is necessary to use a strong
Cartesian monad, facilitating the representation of each time-frame as a
product. The monad is process, handling dynamic aspects. The category
upon which the monad operates is a topos holding relatively static infor-
mation such as the players, the score and the venue, together with the
relationships between them. The topos is far from totally static with its ar-
rows facilitating flexibility in all information held, including relationships;
the topos is also searchable through the subobject classifier. There is no as-
sumption of any particular musical genre. Such a categorial framework could
be implemented in a functional programming language such as Haskell, un-
der the control of a scripting language such as Forth, as employed in the
Blockchain method.
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The Logic of Social Practices

This workshop is organized by

RAFFAELA (GIOVAGNOLI

FAcuLTY OF PHILOSOPHY,

PONTIFICAL LATERAN UNIVERSITY, VATICAN CITY
RAFFA.GIOVAGNOLIQTISCALI.IT

ROBERT LOWE

DivisioN oF COGNITION AND COMMUNICATION,
DEPARTMENT OF APPLIED INFORMATION TECHNOLOGY,
UNIVERSITY OF GOTHENBURG, SWEDEN
ROBERT.LOWE@QAIT.GU.SE

Social Practices refer to everyday practices which are routinely per-
formed. They integrate different types of elements such as bodily and mental

activities, material artifacts, knowledge, emotions, skills, etc.
The keynote speaker at this workshop is Seren Brier| (page [122)).

Call for papers

We invite submissions on the following topics:

e Philosophy of Social Practices (Semiotics, Pragmatism, Analytic Prag-

matism, Collective Intentionality)

e Practice Theory (Bordieau, Giddens, Foucault, Schatzki) and applica-

tions

e Role of material artifacts and material resources (Warde, Schatzki,

Reckwitz and Shove, among others)
e Routine behavior as formation of habits

e Simulation models to investigate the emergence of social practices

e Routine behavior (habits) vs. socially shared behavior (rituals)

Abstracts (one page) should be sent by November 15, 2017 via e-mail

to giovagnoli@pul.it.
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A Computable Model of Amartya Sen’s Social Choice
Function in the Framework of the Category Theory Logic

(GIANFRANCO BASTI
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ANTONIO CAPOLUPO & (GIUSEPPE VITIELLO
DEPARTMENT OF PHYSICS, UNIVERSITY OF SALERNO, FISCIANO, ITALY
CAPOLUPO@SA.INFN.IT, VITIELLO@SA.INFN.IT

A significant part of the short history of the mathematical theory of so-
cial, political, and economical sciences, specifically in the context of welfare
politics and economy, is related with the development of the notion and the
theory of the so-called “social welfare function (SWF)”. This theory started
with the pioneering contributions of A. Bergson and of the Nobel Prize P.
Samuelson leading to the “Bergson-Samuelson SWEF” [1,2], but received a
substantial improvement by the contribution of another Nobel Prize, K. Ar-
row [3]. Arrow’s SWF is intended as a function ranking social states as less,
more, or indifferently desirable, for every pair of them, with respect to indi-
vidual welfare measures and/or preferences. One of the main uses of SWF
is aimed, indeed, at representing coherent patterns (effectively, structures)
of collective and social choices/preferences as to alternative social states.
The essential limitation of SWF’s is that they are defined in the frame-
work of an approach to the study of social and economic systems stable
at equilibrium like in statistical mechanics. They are all inspired, indeed,
by Samuelson’s general approach to mathematical economics in his seminal
handbook [2], based on Gibbs’ statistical thermodynamics of gases, to which
the first two chapters of the book are significantly dedicated, because natu-
rally consistent with the liberal individualistic vision of economy and society.
Unfortunately, a fundamental unexpected and undesired consequence of Ar-
row’s mathematical theory is the famous “Arrow’s impossibility theorem”,
demonstrating the mathematical inconsistency for democratic systems of
social choices based on the majority decisions. The main contribution of A.
Sen’s theory of social choice functions (SCF) [4], for which he was awarded
with the Nobel Prize in Economics in 1998, was the formal demonstration
that the only way for avoiding Arrow’s impossibility results is introducing
in the model the interpersonal comparison of utilities — and generally the
information exchange among persons constituting homogeneous groups, on
the contrary considered as irrelevant in the classical economic theory. This
allows also to introduce into the mathematical modeling of SCF Theory
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distributive principles of social and economical justice, such as, for instance,
the famous J. Rawl’s maxmin principle, which gives priority to the interests
of worst-off persons. This transforms SCF Theory into a normative theory
of social choices. On this regard, Sen demonstrated that an effective math-
ematical modeling of ethical constraints in economy cannot be based on
abstract and not-computable optimal choices defined on the complete (to-
tal) ordering of social/economical states in a society, but on concrete criteria
of maximal choices relative to the different contexts, and then defined on
partial orderings, not necessarily satisfying a transitive relation among the
different social aggregates (sets) of persons so defined, and between groups
and the whole society. All this means that the physical paradigm under-
lying Sen’s mathematical theory of economy and society is no longer the
gas thermodynamics stable at equilibrium of the liberalism mathematical
models, but the fluid thermodynamics of condensed matter systems, stable
in far from equilibrium conditions, characterizing a “liquid society” such
as ours. The real-time information exchange among communication agents
determines the fast aggregation/dissolution of interest groups in a world-
wide environment — think, for instance, at the stock-exchange market and
at the infinite flow of data streams it produces. Unfortunately, this con-
dition makes unrealistic a SCF/SWF Theory based on finite [5], and then
Turing-computable sets, because, on infinite sets, Sen’s maximal partial or-
ders correspond to as many ultrafilters requiring higher order functions to
be calculated [6]. We propose in this contribution an original solution of
this problem in the formal framework of the Category Theory, based on the
categorical dual equivalence (anti-isomorphism) between co-algebras (en-
vironment) and algebras (system), originally applied to the mathematical
modelling of condensed matter thermodynamic systems, stable in far from
equilibrium conditions, in the context of quantum field theory of dissipa-
tive systems, human brains included [7,8,9]. The same categorical duality
co-algebras/algebras is used also in theoretical computer science, for for-
malizing the effectiveness of dynamic computations on infinite data streams
with always changing inner correlations — i.e., on infinite data sets just
it is the case of Sen’s SCFs. This approach is inside the paradigm of the
Algebraic/Co-algebraic Universality in computations [10,11], which is wider
than the classic Turing Universality, “probabilistic”, “quantum” Turing Ma-
chines included.
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Rituals as “Social Habits”
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Rituals can be considered as social practices or habits in an “institu-
tionalized” We-mode. They have the important function to create social
spaces in which individuals can share emotions, experiences, values, norms
and knowledge. They need human cooperation as a kind of intersubjec-
tivity typical of human beings who, differently from apes, are able to have
“Collective Intentionality” [11,7], i.e. the basic intention to cooperate and
therefore to reach together a certain goal. There is a contemporary lively
debate on the nature and structure of Collective Intentionality, as necessary
notion to researches in the field of social ontology (the pioneers in this area
are John Searle, Raimo Tuomela, Margareth Gilbert, Michael Bratman and
Philip Pettit).
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Our aim is to try to isolate a process that is common to habits and rituals
and this process is related to a reduction of complexity (in the Aristotelian
sense it entails habitus and consuetudo), that characterizes individual and
social ordinary life. But, to share habits in a larger environment where
ritual can become public, with specific rules of behavior, that make it rec-
ognizable from people inside and out side the community, we need a third
level of behavior, i.e. the process of institutionalization of them. The set of
acts which characterizes human habits can be institutionalized to form the
cultural rituals that belong to human life-forms. What we must clarify here
is how this institutionalization is possible and actually works. In this sense
what can seem merely shared habits become “social” in a strong sense, and
reinforce their function in establishing solidarity and social identity.

We can observe that human beings (but also other species) have the
capacity to impose a function to an object so that the object acquires a
function dependent on the peculiar scope of the agent. The continuity be-
tween individual habits and rituals (social habits) is thus showed by the fact
that humans create these “agentive functions” (in Searle’s terminology) in
a wide variety of situations. Also non human animals have their form of
creating functions for objects but there is a fundamental difference in the
concept of “function” in the human case.
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Collective Phronesis? An investigation of collective
judgement and professional knowledge
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In the proposed paper we will discuss whether, and if so how profes-
sional action can be understood as a collective capability, and in what way
this capacity can be understood in terms of Practical wisdom, Phronesis
[see 1,4]. We will investigate the idea of “collective phronesis” by use of two
examples from different professional practices, such as teaching and polic-
ing. Professional action, e.g. in the role of a teacher or police officer, seems
— by definition — to transcend the individual horizon of an agent. The
professional identity implies that the individual (implicitly and/or explic-
itly) takes a representational stance regarding the profession as a collective.
The question is how this can be understood.

In the contemporary debate within social epistemology on the possibility
of collective agency, one often speaks of two distinct cases/forms of collective
judgement [2,3]. In the first case an individual (here: professional) has to
judge upon a situation that requires social evidence, i.e. the judgments of
others e.g. colleagues or on routines and informal rules. The second case is
about situations where a group of individuals (here: professionals) act/judge
together. Looking at the everyday practice of professionals, such as police
officers or teachers, one can see that professional practices often have to
deal with conflicts between these two cases. This is e.g. the case when it is
not clear whether the judgement of the group is based on social evidence or
informal rules.

In our presentation we will in a first part present two examples from
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the everyday practice of teachers and police officers where two options pre-
sented above turn out to conflict with each other. In the second part of our
presentation we will provide a critical analysis of the Aristotelian concept
of “phronesis”, that is traditionally discussed within the framework of indi-
vidual agents and judgement [5], and discuss it in relation to the question
of the possibility of collective judgment. In a third part we discuss in what
way a professional judgement or action could be understood as an expres-
sion of “collective phronesis”.
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Bridging Habits and Cognition: Inference and Category
Learning through Neural-Dynamic Logic
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The link between, on the one hand, habits and goal-directed learning
within a dual-process structure, and, on the other hand, the learning of
cognitive capacities has a tradition within animal (and human) learning
paradigms. Neural network models of animal learning have been used to
learn associative relations between stimuli or/and processes and provide new
hypotheses as to the nature of learning and relationships between learn-
ing systems. However, more biologically realistic models that account for
the continuous (spatiotemporal) dynamics of the learning/decision making
problems that such theorized animal learning processes are tested on may
suffer from the challenge of finding an appropriate and cognitively intuitive
parameterization. As a consequence, the modelled processes in learning
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may not be easily tuned to each other. Following recent interest in integrat-
ing principles of logic into neural computational modelling, in this article,
by way of an example concerning the Associative Two-Process theory, we
suggest a neural-dynamic logic approach to understanding the nature of the
interaction between the two (habitual and goal-directed) learning processes.
We attempt to describe how the cognitive phenomena of categorization by
common outcomes, and transitive inference, can be grounded in the learning
and interactions of habits with goal-directed systems.

Moral Bubbles in Action
The Logic of Cognitive Autoimmunity

LORENZO MAGNANI

DEPARTMENT OF HUMANITIES, PHILOSOPHY SECTION,
UNIVERSITY OF PAviA, ITALY

LMAGNANIQUNIPV.IT

In [1], Woods described the “epistemic bubble” as an immunized state of
human cognition [2] that compromises the awareness of the agent about her
beliefs and knowledge. In my presentation I will introduce a symmetrical
view on the agent immunization, focused on the agent’s missing awareness
of her potential or actual violence, also highlighting the importance of con-
sidering the actual agent as cogently moral.

A basic aspect of the human fallacious use of language in social settings,
as far as its effects are concerned, I call “military”, is the softness and gen-
tleness granted by the constitutive capacity of fallacies to conceal errors.
Being constitutively and easily unaware of our errors is very often inter-
twined with the self-conviction that we are not at all violent and aggressive
in the argumentation we perform (and in our eventual related actions). In
this last case we are dealing with what I have called a moral bubble [3]. 1
believe that the issue of the violence embedded in morality provides us with
a significant clue about the existence of something akin to a moral bubble,
that is very homomorphic with the epistemic bubble, in which an agent is
“trapped”. One should never forget how:

e unawareness of our error is often accompanied by lack of awareness
regarding the deceptive/aggressive character of our speech (and behav-
ior).

After all when we act morally we “want” to believe we are acting in a

non violent way a priori, and we “want” to preserve the moral bubble we
are in, which permits us to erase the possible violence we are dealing with.
In this perspective morality is strictly intertwined with violence.
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Finally, I will contend that moral bubble is also a necessary condition
to the social survival of morality itself: its scope is to avoid the cognitive
breakdown that would be triggered by the constant appraisal of the major
or minor inconsistency of our conduct with respect to our convictions.
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John Searle as Practice Theoretician
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I will research John Searle’s [1] idea of social causation as collective inten-
tionality and (according to my understanding) the more important notion of
background. I will compare Searle’s notions of collective intentionality and
background of the social to Maurizio Ferraris’s [2] notions of text as replace-
ment of collective intentionality. The problems that Ferraris addresses are
understood here in terms of practises. In this article I will look into more
contemporary debates in social ontology and in practise approach Theodore
Schatzki [3] is a kind of pioneer in this approach. My viewpoint to Searle
comes from two ordinary language philosophers: John Austin and Ludwig
Wittgenstein. I will interpret Searle as an analytic version of the practise
approach. By this I mean that Searle has analytically distinguished social
practise to have three components, which are performative, background,
and collective intentionality. These notions, combined with the Practice
approach of Schatzki, will help me to formulate a constructive critique of
Searle’s theory. mostly in terms of Practise Approach of Schatzki, even
though many theories are used. I will concentrate. The main focus will be
in the understanding of background as the collective intentionality of being
part of the practise in general.
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Polarization Dynamics in the Age of Social Media
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Information, rumors, and debates may shape the perception of reality
and heavily impact public opinion. On online social networks users tend
to select information that is coherent to their system of beliefs and to form
polarized groups of like-minded people — i.e., echo chambers — where they
reinforce and polarize their pre-existing opinions. Such a context exacer-
bates misinformation, which has traditionally represented a political, social,
and economic risk. Indeed, since 2013 the World Economic Forum has been
listing massive digital misinformation at the core of other geopolitical risks,
such as terrorism or cyberattacks. In this talk we explore how we can un-
derstand social dynamics by analyzing massive data on online social media.
We provide the empirical existence of echo chambers, showing that confir-
mation bias is the main driver behind content consumption [1]. Moreover,
we address the emotional dynamics inside and between different narratives,
and investigate users’ response to both confirmatory and contrasting infor-
mation [2,3]. Moving beyond misinformation, we show that similar patterns
may be observed around both the Brexit — the British referendum to leave
the European Union — and the Italian Constitutional Referendum debates,
where we observe the spontaneous emergence of well-segregated and polar-
ized groups of users around news sources [4]. Finally, we characterize the
anatomy of news consumption on a global scale. By means of a tight, quan-
titative analysis on 376 millions users and 920 news outlets, we show the
natural tendency of users to focus on a limited set of pages (selective expo-
sure) eliciting a sharp and polarized community structure [5]. Our findings
provide interesting insights about the determinants of polarization and the
evolution of core narratives on online debating, and highlight the crucial role
of data science techniques to understand and map the information space on
online social media.
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The Logic of preferences and a settlement of conflicts (based
on the modeling of the Nagorno-Karabakh conflict)

SUREN ZOLYAN

INSTITUTE FOR HUMANITIES,

IMMANUEL KANT BALTIC FEDERAL UNIVERSITY, KALININGRAD, RUSSIA
INSTITUTE OF PHILOSOPHY, SOCIOLOGY AND LAW,

NATIONAL ACADEMY OF SCIENCES, ARMENIA

SZOLYAN@KANTIANA.RU

Political processes can be described by means of modal logic and modal
semantics (semantics of possible worlds). The suggested model for the de-
scription of conflict and its possible settlement (resolution) is based on the
logic of preference, developed by von Wright [1], and complemented with
some elements of temporal logic [2]. In the case of the Nagorno-Karabakh
conflict we suggest to use its substantial interpretation, this makes possi-
ble to compare different state of affairs and find the compatible models of
common future, where the state of peace or the state of absence of military
actions are possible. This means that the preferable state of affairs is the
situation which is not the best for any of the participants, but at the same
time it is not the worst for any of them (there is no winner, who “takes all”,
but there is no explicit looser).

*Proceedings of the National Academy of Sciences of the United States of America
"Public Library of Science
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However, the existing political language does not provide opportunity
for such descriptions From logical and semiotic point of view it implies that
the language based on binary oppositions should be abandoned and replaced
by the multivalent semantics and enriched by some ambivalent complicate
concepts:

war & peace, war & ~peace, ~war & ~peace, ~war & peace.

With respect to the existing conflict-settlement practice there is a strong
need to change conceptual framework in such a way that will make possi-
ble to reach a true compromise, instead of alternatives which actually are
acceptable only to one side. The suggested approach and the procedure of
the substantial interpretation of logical pattern of preferences can be ap-
plied to the all types of conflict, if initial stands of conflicting parties can be
explicated as some system of basic propositions and propositional attitudes.
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Model Theory

This workshop is organized by
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Model theory is the branch of mathematical logic dealing with the con-
nection between a formal language and its interpretations, or models, i.e.,
it represents links between syntactic and semantic objects. These objects
can be used to classify each others producing structural classifications of
theories and their models. Solving classification questions valuable char-
acteristics arise (dimensions, ranks, complexities, spectra etc.) for various

classes of structures and their theories.

The keynote speakers at this workshop are Bruno Poizat (page [154)) and

Sergey Goncharov (page [129)).

Call for papers

We invite contributions on all aspects of Model Theory. Topics include:

Equational classes, universal algebra

Basic properties of first-order languages and structures
Quantifier elimination, model completeness

Finite structures

Countable structures

Uncountable structures

Model-theoretic constructions

Categoricity and completeness of theories
Interpolation, preservation, definability
Classification theory, stability and related concepts
Abstract elementary classes and related topics
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Models with special properties

Properties of classes of models

Effective and recursion-theoretic model theory
Model-theoretic algebra

Model theory of ordered structures; o-minimality and their variations
Logic on admissible sets

Second and higher-order model theory
Nonclassical models

Abstract model theory

Jonsson theories

Topologies on classes of theories and their models
Applications of model theory

Abstracts (one page) should be sent by November 15, 2017 via e-mail
to sudoplat@math.nsc.ru.

Unification in linear multi-modal logic of knowledge
and non-transitive time'

STEPAN I. BASHMAKOV
SIBERIAN FEDERAL UNIVERSITY, KRASNOYARSK, RUSSIA
KRAUDER@MAIL.RU

Unification problem in the field of non-classical logics often formulated
as the possibility of a formula to become a theorem after the replacing of
variables. In the late 90’s [1] S. Ghilardi proposed an important approach to
the unification using the projective formulas that allowed to get the solution
of constructing finite complete sets of unifiers for a lot of logics. A number
of remarkable consequences were found from the projective unification (e.g.
unitary type of unification, in dealing with bases of admissible rules [2],
almost structural completeness [3]).

In [4] we investigate logic, based on the idea of non-transitive time [5],
which suggests that the available in the past data may not be transferred
to the present. Here we consider the multi-agent case of this logic with the
universal modality.

Let, in our notation, LITXK be the logic characterized by the temporal
Kripke frame F = (W, Ry,..., Rk, Re, Next), where W is the disjoint union
of the clots (tense moments) C!, t € N; Ry,..., Ry are some equivalence
relations within each clot; R, is 85-equivalence relation in clots; and Next

*This study was supported in part by the Moebius Contest Foundation for Young Scien-
tists.
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is the relation such that
Va,be W:aNextb<>aeCl&be CHL

We extend the language of LITXK by adding the operator of universal
modality Oy and define the truth values of formulas containing Oy on the

model M = (F,V):
Vo e F,(F, x) “7 Oup < [Vy € F (F,y) “7 gp].

The logic £LITK, which language L*"7* containing Oy is called the lin-
ear multi-agent logic based on non-transitive time with universal modality

(ULITK for short).

Theorem 1. Unifiability of any formula ¢(pi,...,ps) in ULITK can be
effectively checked using the substitution o(¢) of the following form:

Vpi € Var(p) o(p;) € {T, 1}.
Theorem 2. Any unifiable in ULITK formula is projective.

An algorithm for constructing most general unifier is proposed: it suffices
to write out the following substitution o(p;) instead of all variables p; of a
given unifiable formula ¢:

o(p:i) = (Oup Api) v (=Oue Agu(p;)).
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Computable Modal Algebras and Contact Algebras
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It is well-known that the class of Boolean algebras is not universal
from the computability-theoretic point of view: In particular, a computable
Boolean algebra is computably categorical iff it is relatively computably
categorical [1]. On the other hand, in general structures, the notions of
computable categoricity and relative computable categoricity do not coin-
cide.

Khoussainov and Kowalski [2] initiated the line of research that aims
to answer the following question: How does expanding the language of
Boolean algebras affect computability-theoretic properties of the class? One
of the methods to investigate this problem involves using the approach of
Hirschfeldt, Khoussainov, Shore and Slinko [3]. They introduced the notion
of an HKSS-complete class of structures. The informal idea is the following:
If a countable structure has some interesting computability-theoretic prop-
erty, then for any HKSS-complete class K, one can find a structure 8 from
K possessing the same property (see [3] for details). In [2], it was shown
that the class of Boolean algebras with operators is HKSS-complete.

Let B be a Boolean algebra. A function f:|B| — |B| is a modality if it
satisfies the following two properties: f(03) = 03, and f(avb) = f(a)Vv f(b)
for all a,b € B. In [4], it was proven that the class of Boolean algebras
with four distinguished modalities is HKSS-complete. A modal algebra is a
Boolean algebra with one distinguished modality.

Theorem. The class of modal algebras is HKSS-complete.

A similar result is obtained for the class of contact algebras introduced
by Dimov and Vakarelov [5] for the study of the region-based theory of space.
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Syntactic and Semantic Presentations of Scientific Theories
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This paper focuses on the logic relations holding between syntactic and
semantic presentations of empirical theories. Two problems advanced in [2]
are extensively examined here: first, the problem of defining a notion of
equivalence such that the theoretical equivalence of two syntactic theories
implies the model-theoretic equivalence of the two corresponding semantic
theories. Secondly, the problem of establishing whether language transla-
tions of a syntactic theory are in a many-to-one or many-to-many relation
with the corresponding semantic theory(ies). This paper introduces the
theory of institutions [1] to show the logical duality holding between syntac-
tic and semantic presentations of a given theory in a language-independent
context and for any-order and multi-sorted logics.

First, syntactic and semantic presentations of scientific theories are for-
malized in the theory of institutions framework. The notions of theoretic
and model-theoretic equivalence are then defined as isomorphisms in the
categories Th and Vth of, respectively, syntactic and semantic theories. Sec-
ondly, it is proven that given an institution I, two syntactic theories over
I are equivalent if and only if the corresponding semantic theories over [
are equivalent. Finally, the many-to-many logic relations holding between
language translations of a syntactic theory and the corresponding semantic
theories are shown in terms of functors mapping syntactic theory morphisms
in Th to semantic theory morphisms in Vth.
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On almost deterministic algebras of binary isolating formulas
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We consider (almost) deterministic possibilities of algebras 2 of binary
isolating formulas [1] for polygonometrical theories [2]. Recall [1] that 2 is
said to be (almost) deterministic if for any labels u and v the set u-v is a
singleton (respectively finite).

Proposition. If P is a plane and G; is finite then the algebra 2, for the
theory T'(pm), is (|G1|+ 1)-almost deterministic.

This proposition can be generalized, producing almost deterministic al-
gebras 2, if G1 is finite and P is an almost plane, i.e., for any side parameters
g1, 9] € Gy there are cofinitely many angle parameters go € Go such that the
triple (g1, 92,97) is extensible till a tuple for parameters of a triangle. The
following theorem shows that almost deterministic 2 can be obtained by
extensions of polygonometries.

Theorem. For any polygonometry pm = pm(G1, G2, P), with a finite group
(1 and without polygons inhibiting the projectivity, there is an extension
pm’ = pm(Gy, G5, P’) of pm on a plane P’ such that the algebra 2 of binary
isolating formulas for T'(pm’) is almost deterministic.

* Association for Computing Machinery
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Pregeometry on subsets of fragment of Jonsson set
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We have deal with some J-w-stable theory [1] and its semantic model.
This thesis introduced and discussed the concepts of minimal Jonsson sub-
sets and respectively strongly minimal Jonsson subsets of this semantic
model.

We want to each Jonsson subset X of the semantic model assign ordinal
number (or, perhaps, —1 or o) and it is the rank Morley of this set, denoted
by MR(X).

Let T is a fragment of some Jonsson set and it is a perfect Jonsson
theory, C will be its semantic model. X is a definable subset of C.

Definition 1. MR(X) > 0 if and only if X is nonempty; MR(X) > A if and
only if MR(X) > « for all a < A (‘A is the limit ordinal); MR(X) > o + 1 if
and only if in X exists an infinite family (X;) disjoint 3-definable subsets,
such that MR(X;) > « for all i.

Then Morley rank of set X is MR(X) = sup{a | MR(X) > a}.
Moreover, we assume that MR(@) = -1 and MR(X) = o0 if MR(X) >
for all « (in the latter case we say that X has not rank).

Definition 2. The degree of Morley dy(X) of Jonsson set X is the maxi-
mum length n of its decomposition X = Xju...uX, into disjoint existentially
definable subsets of rank Morley a.

Next, we standardly define pregeometry on the set of all subsets of the
semantic model and the concept of strongly minimal Jonsson sets.
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On this basis, it introduces the concept of the independence in the frame
of special pregeometry under subsets of some existentially closed submodel.
The notion of independence leads to the concept of basis and then we have
an analogue of the theorem on uncountable categoricity for fragments of
Jonsson set.

In this abstract, we collect the necessary facts and notions about prege-
ometries, existence of bases and hence a well-defined dimension, modularity
laws, etc. (like in [2]) in the frame of Jonsson sets studying.

All concepts that are not defined in this thesis can be extracted from [1].
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In this talk we will present our joint work on definable sets and generic
structures [1]. First of all we will present an analysis of the diagrams which
forming generative classes to describe definable sets and their links in generic
structures as well as cardinality bounds for these definable sets, finite or
infinite.
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We will present the basic characteristics definable sets in generic struc-
tures and will compare them each other and with cardinalities of these sets.

The notion of definable set is one of the basic notions in Model Theory.
Studying definable sets one can observe what properties can be described
by formulas. In this presentation we will present the basic characteristics
for definable sets in generic structures.

In the first section we will present several preliminary notions and nec-
essary results of generic structures. After that we will introduce some frag-
ments of definable sets in generic structures, characterize finite and cofinite
definable sets, and describe bounds for finite definable sets and their cov-
ers, and in the final section we will show the basic characteristics and their
bounds for infinite definable sets. The topics will be covered through several
examples.

Theorem 1. For a definable set X the following conditions are equivalent:
(1) X is finite;
(2) X = Xg(a) for some ®(A) € Dy;
(3) there is ®(A) € Dg such that X4y = Xu(p)

for any W(B) with M= ¥(B) and ®(A) < ¥(B).
Theorem 2. For a definable set X the following conditions are equivalent:
(1) X is cofinite;
2) M~ X = (M~ X)g(a) for some ®(A) € Do;

(2)
(3) M\ X cYg(a) for some ®(A) € Dg and a definable set Y
(4) there is ®(A) € Dg such that (M ~ X)ga) = (M~ X)g(p)

for any W(B) with M= U(B) and ®(A) < ¥(B).

Theorem 3. A covering set U of diagrams ®(A) for X (with M |= ®(A))
is minimal if and only if for each ®(A) € U there is a coordinate a; for a
tuple @ in X such that a; belongs to A and does not belong to universes B
of other diagrams ¥(B) € U.

Theorem 4. For any definable set Y 2 X in the generic structure M,
w < d(Dg, X) < d(Dg,Y) <d(Dg) < 2max{=le}
Theorem 5. For any definable set Y 2 X in the generic structure M,
| X]<d(Dg, X)-sc(X) <d(Dg,Y)-sc(Y) < |M|=d(Dyg) - sc(M).
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In this presentation will show the study of lattices in generative classes
associated with generic structures [1-5]. We will show that these lattices
can be non-distributive and, moreover, arbitrary enough, also heights and
wights of the lattices are described. A model-theoretic criterion for the
linear ordering is proved and these linear orders are described.

We will investigate the connection of generative classes with several
classes of algebras as Boolean algebras, for example the first result is that
in a Boolean algebras generated by the considered lattices are described.

Theorem 1. For any self-sufficient class (Dg, <) and a (Dy, <)-generic struc-
ture M, the structure (L(M,Dg,<),A,V) is a lattice which can be non-
distributive.

Theorem 2. For any self-sufficient class (Do, <) and a (Dy, <)-generic struc-

ture M, the lattice £ = (L(M, Do, <), A, V) has the following characteristics:

(1) 1<h(L)<|M|+1 if M is finite, and h(L) = w if M is infinite;

(2) 1 < w(L) < |M| if M is at most countable, and h(L) = M| if M is
uncountable.

All values in the described intervals can be realized in appropriate generic
structures.
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The present lecture deals with the notion of weak o-minimality, which
initially was deeply studied by D. Macpherson, D. Marker and C. Steinhorn
in [1]. A subset A of a linearly ordered structure M is convez if for any
a,be A and ¢ € M whenever a < ¢ < b we have ce€ A. A weakly o-minimal
structure is a linearly ordered structure M = (M, =,<,...) such that any
definable (with parameters) subset of the structure M is a finite union of
convex sets in M. Real closed fields with a proper convex valuation ring
provide an important example of weakly o-minimal structures.

Here we discuss properties that are preserved at expanding models of an
Rp-categorical weakly o-minimal theory by a convex unary predicate. By

*This author was supported by the grant no. 0830/GF4 of the Ministry of Education and
Science of the Republic of Kazakhstan.
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[2] any expansion of a model of a weakly o-minimal theory by an arbitrary
family of convex unary predicates is a model of a weakly o-minimal theory.
We prove that the following properties as Rg-categoricity and convexity rank
[3] are preserved under such expansions.

Theorem. Let M be a model of an Rg-categorical weakly o-minimal theory,
M’ be an expansion of M by an arbitrary finite family of convex unary
predicates. Then M’ is a model of an Rg-categorical weakly o-minimal
theory of the same convexity rank.
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We consider two complexity measures of (relative) quasivariety lattices:
the Q-universality and the Nurakunov non-computability property. The
concept of Q-universality was introduced by M.V. Sapir [1] in 1985. A
quasivariety K is Q-universal if, for any quasivariety R of a finite type, the
quasivariety lattice Lq(R) is a homomorphic image of a sublattice of the
quasivariety lattice Lq(K). The second complexity measure was suggested
by A. M. Nurakunov [2] in 2012. We say that a class K of algebraic structures
of a fixed type has the Nurakunov non-computability property if the set of
all (isomorphism types of) finite sublattices of the quasivariety lattice Lq(K)
is not computable.

In [3], it was proved that a class K is Q-universal if and only if it contains
a subclass which has the Nurakunov non-computability property. In this
regard, the following questions arose [cf. 3,4]:

e Does any Q-universal class K contain a subclass which has the Nu-
rakunov non-computability property?
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e Is there a class of algebraic structures which is not Q-universal but
which has the Nurakunov non-computability property?

A positive answer to the first question was given by M. V. Schwidefsky
[4] for almost all the known Q-universal quasivarieties. The author gives a
positive answer to the second question, cf. Theorems 1 and 2 and [5].

Theorem 1. If a class K of algebraic structures of finite type contains
an AD-class then it contains continuum many proper subclasses K’ ¢ K
which have the Nurakunov non-computability property but which are not
Q-universal.

Theorem 2. For the following classes K of algebraic structures, there
are continuum many subclasses K’ ¢ K which have the Nurakunov non-
computability property but which are nevertheless not Q-universal:

the variety of all unars;

the variety of all pointed Abelian groups;

the quasivariety of all [directed] graphs;

the variety of all differential groupoids;

the variety of all commutative rings with unit;

any finite-to-finite universal quasivariety;

the variety of MV -algebras;

the variety of Cantor algebras;

the variety of modular (0, 1)-lattices;

10 the Sapir quasivariety which is generated by a single semigroup.

©o0oNo oA WD =

In case (1), the classes K’ can be chosen as quasivarieties.

Theorem 1 can be applied to almost all known Q-universal quasivarieties.
In theorem 2, we list just some examples, where theorem 1 applies; this list
is however not exhaustive.
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The work [1] describes a normal version of the universal construction
of finitely axiomatizable theories showing great expressive possibilities of
separate formulas of first-order logic. In the subsequent, it became clear that
for the solution of the general question on expressive power of predicate logic
cannot do without an exact definition to the concept of a model-theoretic
property. Within the framework of a new combinatorial approach [2,3],
intended to characterize expressive power of formulas of first-order logic
a version of definition to the concept of a model-theoretic property was
found [3,4], that is adequate to the common practice of investigations in
model theory. At the same time, it is well applicable to the solution of
various problems in this direction. Notice that, although the definition to
the concept of a model-theoretic property contains some informal parts,
nevertheless, it provides exact mathematical statements. For instance:

(a) a standard version of the finite signature reduction procedure preserves
all available model-theoretic properties;

(b) there is a computable isomorphism between the Tarski-Lindenbaum al-
gebras of predicate calculi of finite rich (undecidable) signatures pre-
serving all available model-theoretic properties, etc.

From the point of view of the suggested definition of a model-theoretic
property, a new perspective approach arises to a solution of the common
problem on expressive possibilities of first-order logic [4]. This definition also
has applications in model theory. It makes it possible to bring some popular
classes of complete theories (e.g. the class of all o-minimal theories) to some
canonical form so that they become realistic model-theoretic properties.
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A subvariety W of some variety V of universal algebras is bounded based
in V, if W is axiomatizable in V' by some system of equations with variables
T1,...,ZTy for some natural n. The family of all bounded axiomatizable
subvarieties of the variety V is the lattice L{P relative the relation €. This
lattice can be not some sublattice of the lattice Ly of all subvarieties of the
variety V. Above for the discriminator varieties V the lattice L§}° is some
sublattice of the lattice Ly .

We have:

Theorem. For any discriminator variety V the lattice Lﬁ}’ is universal (in
the model-theoretical sense) to the lattice Ly .

Axiomatizability of the class of subdirectly irreducible acts
over a grou

ALENA STEPANOVA & DENIS PTAKHOV

SCHOOL OF NATURAL SCIENCES, FAR EASTERN FEDERAL UNIVERSITY,
VLADIVOSTOK, RUSSIA

STEPLTD@MAIL.RU, PTAXOV@MAIL.RU

In this work we consider the questions of axiomatizability for the classes
of subdirectly irreducible acts over a group. The same questions for the
classes of regular, free, projective and (strongly, weakly) flat acts were con-
sidered in [1-4]. More precisely, in this works there is the description of
monoids classes of regular, free, projective and (strongly, weakly) flat acts
over which are axiomatizable.

*This work was supported by Russian Foundation for Basic Research (Grant 17-01-00531).
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Let S be a monoid. A (left) S-act A is a set A on which S acts unitarily
from the left in usual way. If G is a group and H is subgroup of G then
the set G/H = {gH | g € G} with the operation ¢1(g2H) = (g192)H where
91,92 € G is G-act. Elements z,y of a left S—act A are connected (denoted
by z ~ y) if there exist n € w, ag,...,a, € A, $1,...,8, € S such that z = ay,
Y = an, and a; = s;a;-1 Or a;—1 = s;a; for any i, 1 <i <n. An S-act gA is
a connected if we have x ~ y for any z,y € B. It known that a connected
G-act ¢ A over a group G isomorphic to G-act ¢(G/H) for a some subgroup
H of a group G.

Recall that S-act gA is subdirectly irreducible if n{p; | i € I} # A for
every family of congruences p; on A with p; # A where A is zero congruences
on A. From this definition immediately follows the proposition.

Proposition. Let G be a group and ¢(G/H) be a connected G-act. Then
¢(G/H) is subdirectly irreducible if and only if the intersection of all sub-
groups of the group G containing the group H is not equal to H.

Corollary. Let G be the group. Then all connected G-acts are subdirectly
irreducible if and only if the set of all subgroups of the group G is linearly
ordered.

A class of L-structures K for a first order language L is axiomatizable
if there is a set of sentences II in L such that an L-structure A lies in K if
and only if every sentence in II is true in A.

Theorem. Let G be the group. A class K of subdirectly irreducible G-acts
is axiomatizable if and only if K is a finite class.
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We consider e-spectra for families of theories of Abelian groups [1]. By
A, B, I', E we denote the classes of all theories of Abelian groups, whose
positive Szmielew invariants are exhausted by oy, By, Vp, €, respectively.
For X,Y,Z,U € {A,B,I',E} we denote by XY, XYZ, XYZU, respectively, the
set, of all theories of Abelian groups whose positive Szmielew invariants are
exhausted by corresponding ., Bp, Vp, € for X, Y, Z,U. By JF we denote the
set, of all theories of Abelian groups with finite Szmielew invariants. Choose
an infinite set Py of prime numbers and take a countable set D c P(F)
such that (D,c) is a dense linearly ordered set isomorphic to (Q,<) and
without cuts (A, A") having UA # NA". Denote by Clg(A)p the family

{Th(@,exZ5”) | X e D}.

Theorem.

(1) For any A € w U {w,2*} there is an E-combination T of theories of
finite Abelian groups (in AnJ and with least generating set) such that
e-Sp(T) = A

(2) There are 2¢ families in Clg(A)p whose E-closures do not have least
generating sets and whose E-combinations T satisfy e-Sp(7') = 2%.

(3) For any \ € wuU {w,2“} there is an E-combination T" of theories in BE
(respectively, TE, ATE, BIE) and with least generating set such that
e-Sp(T) = A

(4) There are 2* families Clg(BE)p (respectively, Clg(T'E)p, Clg(ATE)p,
Clg(BTE)p) whose E-closures do not have least generating sets and
whose E-combinations T satisfy e-Sp(7T) = 2%.
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JAMALBEK A. TUSSUPOV

L.N. GuMIiLYOV EURASIAN NATIONAL UNIVERSITY,
AsTANA, KAZAKHSTAN

TUSSUPOV@QMAIL.RU

Definition 1. Structure Ay of signature oy is called a transformation of a
structure A of signature o = (Py,..., P;), where predicates P; of m;-arity,
1 < i < k, if structure A constructed from the structure A by some algorithm
and exist formulas

800((§7:’7)1 901(5@0)7%)7 ) 91(5,@0), ﬁ, cee 7y_1’n7;7

f:(xla"'vxn)ay:(y17"'7ym)7E:(yia'“ayfn)?137:Sk7

of signature og, parameters cy,...,c, from Ag and the following conditions

hold:

(1) B={B:De A7, Aol = po(e.)

(2) the formula ¢1(Z,70,71) defines a congruence 7 on the structure
B = (B, W), where predicates Q" correspond to formulas

ei(fay0)7 ﬁ, s ay_mw I<ig k;
(3) the structure B/7 is isomorphic to the structure A.

Definition 2. For a computable structure Ag, the categoricity spectrum
is the set of all Turing degrees capable of computing isomorphisms among
arbitrary computable copies of Ag. If the spectrum has a least degree, this
degree is called the degree of categoricity of Ag.

Let A; is a transformation of a structure A where i =0,...,8.
We consider structures of the following signatures:
o the signature of a partial order (an oriented graph);
oo the signature of an irreflexive symmetric graph;
o1 the signature of a nilpotent group of class 2 and prime exponent;
o9 the signature of a lattice;
o3 the signature of a ring;
o4 the signature of an integral domain;
o5 the signature of a commutative semigroup;

*Supported by the grant “Computability, interpretability and algebraic structure” of Min-
istry of Education and Science of Republic of Kazakhstan.
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og the signature of a bipartite graph;

o7 the signature with two equivalences;

og the signature of algebraic fields.

For ¢ =0,...,8, we have the following theorem:

Theorem. For any signature o;, i =0,...,8, there exist transformation A;
of the structure A of the signature o such that the categoricity spectrums
coincide.
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We consider countable language L and complete for existential sentences
perfect Jonsson theory T in language L and its semantic models €. Let X be
the Jonsson set in T" and M is existentially closed submodel of the semantic
model €, where dcl(X) = M. Then let Thyz(M) = Fr(X), Fr(X) is the

Jonsson fragment of Jonsson set X.
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With the help of the nonforking notion we will give the notion of in-
dependence for Jonsson sets. Let M 3-saturated existentially closed model
power k (k enough big cardinal) of Jonsson theory T. Let A be the class
of all Jonsson subsets of M and P is the class of all 3-types (not necessar-
ily complete), let JNF' (Jonsson nonforking) ¢ P x A be a binary relation.
There is the list of the axioms 1-7 which defined Jonsson nonforking notion
JNF and we have result for fragment Fr(X) of the Jonsson set X.

Theorem. The following conditions are equivalent:
1) the relation JNF satisfies the axioms 1-7 relative to the fragment Fr(X);
2) Fr(X)" is stable and, for all p € P,

Ae A((p,A) € JNF < p does not fork over A)

(in the classical meaning of S. Shelah [1]), where Fr(X )" is the center of
the fragment Fr(X).

Independence. The nonforking extensions will be the “free” ones.
Forking as in this theorem can be used to give a notion of independence
in J-w-stable theories [2].

Definition. We say that a is independent from B over A if tp(a/A) does
not fork over Au B. We will denote this fact through a L4 B.

This notion of independence for above mentioned Jonsson sets has many
desirable properties: monotonicity, transitivity, finite basis, symmetry, etc.
All concepts that are not defined in this thesis can be extracted from [2].
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Let L be a countable first-order language and T be some inductive theory
in this language, E; and APp are denoting correspondingly the following
classes of this theory: class of all existentially closed models and class of all
algebraically prime models.

Definition 1. An inductive theory 7' is called ezistential-prime (EP) if it
has an algebraically prime model and APy nEr # @.

Definition 2. A theory T is called convex (C) if, for any model 2 and
any family {8; |i € I} of its substructures, which are models of the theory
T, the intersection MN;e; B; is a model theory T'. It is assumed that this
intersection is not empty. If this intersection is never empty, then the theory
is called strongly convex (SC). An inductive theory is called an ezistentially
prime strongly convex theory (EPSC) if it satisfies the above definitions
simultaneously.

Let X be a Jonsson set in the theory 7" and M be an existentially
closed submodel of a semantic model €, where dcl(X) = M. Then let
Thy3(M) = Fr(X), where Fr(X) is the Jonsson fragment of the Jonsson set
X. Let A; and Ay be Jonsson subsets of a semantic model of some Jonsson
EPSC-theory, where Fr(A;) and Fr(As) are fragments of Jonsson sets Ay
and As.

Then we have the following result:

Theorem. Let Fr(A;) and Fr(As) be 3-complete perfect Jonsson theories.

Then the following conditions are equivalent:

1) Fr(A;) and Fr(Asz) are J-syntactically similar as Jonsson theories [1];

2) Fr(A;)" and Fr(Ay) are syntactically similar to the complete theories
[1], where Fr(A; )" and Fr(A;)" are respectively the centers of fragments
of the considered sets Ai, As.

All concepts that are not defined in this thesis can be extracted from [2].
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Dimension is one of the most important notions of geometry. It is well
known that a space of an infinite dimension is more complicated than an-
other one of a finite dimension. In Model Theory, M. Morley [2] suggested
a new rank as a variant of notion of dimension, which is called Morley rank,
and started to investigate theories whose Morley rank is not infinite. Later
S. Shelah suggested a localization of Morley rank, he suggested to use not
all formulas, but just some of them, say, from the set A. This rank is called
A-rank, or @-rank, if A consists of one formula . If p-rank of the whole
structure is finite for each formula ¢, such structure is called stable.

I suggest a localization of @-rank in the following way, which is quite
natural for totally ordered structure. I define (¢, (C,D))-rank inside a cut
(C, D) of a given totally ordered structure. If (p, (C, D))-rank is finite for
any formula ¢ and for any cut (C, D) such a structure is called o-stable.

This notion is fruitful for investigating such natural algebraic structures
as ordered groups and fields.

It has been proved that an o-stable ordered group is Abelian, the even-
tual stabilizer of an unbounded definable subset is not a zero-subgroup and
an o-w-stable ordered field is real closed and its infinite definable subset has
a non-zero interior.
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Strong decidability of the classification over Gl

VETA F. YUN & [LARISA L. MAKSIMOVA
SOBOLEV INSTITUTE OF MATHEMATICS,
NOVOSIBIRSK STATE UNIVERSITY, RUSSIA
YUN@MATH.NSC.RU, LMAKSIQMATH.NSC.RU

The classification of extensions of the minimal logic J using slices was
introduced in [1]. It extends the classification of superintuitionistic logics
proposed by T. Hosoi [2].

In [1] the decidability of the classification was proved, i.e. for every finite
set Az of axiom schemes it is possible to efficiently calculate the slice number
of calculi obtained by adding Az as new axioms to J.

We will consider extensions of the logic Gl = J+ (p v =p). In [3], it is
established that the logic Gl is strongly recognizable over J. A logic L is
strongly recognizable over J if there is an algorithm which decides, for every
finite system Rul of axiom schemes and rules of inference, if the logic J+ Rul
coincides with L. A family S of logics is strongly decidable over J if there is
an algorithm which decides, for every finite system Rul of axiom schemes
and rules of inference, whether the logic J+ Rul is included in S. It is proved
that the family of extensions of the logic Gl is strongly decidable over J [3].

In this work we prove strong decidability of the classification over Gl:

Theorem. For every finite set Rul of axiom schemes and rules of inference,
it is possible to efficiently calculate the slice number of calculi obtained by
adding Rul as new axioms and rules to Gl.
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Logical Correctness

This workshop is organized by

FABIEN SCHANG
FEDERAL UNIVERSITY OF GOIAS, BRAZIL
SCHANGFABIEN@QGMAIL.COM

JAMES TRAFFORD
UNIVERSITY OF CREATIVE ARTS, SURREY, UK
JTRAFFORD2QUCREATIVE.AC.UK

Typically, logical correctness is taken to concern whether or not an ar-
gument or proof follows a logical path from premises to conclusions. In
recent years, however, such a view has been complicated by the prolifer-
ation of logics, approaches to logic, and uses of logic. In this workshop,
we intend to discuss the philosophical and logical consequences of these
changes with regard to how, or if, there is any sort of criteria by which a
logical structure could be deemed correct, and whether or not those criteria
are context-relevant in some specifiable manner.

In a broader sense of the word, correctness can also be understood in at
least three different senses:

— meta-logical: a logical system or calculus is correct iff all provable state-
ments in it are true (Related word: soundness.)

— logical: a statement is correct iff it refers to an implicitly or explicitly
rule system. (Related word: accuracy)

— moral: an action is correct iff it obeys given norms of behavior. (Related
word: political correctness)

There seems to be connections between all these three readings of cor-
rectness, to be centered around the criterion of a norm. But, while in the
metalogical concept of correctness-as-soundness truth is something that is
attributed or denied to sentences, with the logical concept of correctness-as-
accuracy it deals with actions (also verbal actings) and allows gradations.
As to the moral correctness, it refers to social norms and departs from the
criterion of truth. A special emphasis is to be made on Dummett’s inferen-
tialist explication of the concept “Boche”, in this respect: does such a logical
explanation succeed in affording the meaning of such non-logical concepts?

The keynote speaker at this workshop is |Ole Thomassen Hjortland

(page [132)).
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Call for papers

We invite abstracts for papers dealing with any of the below topics

(though not necessarily limited to them):

Anti-exceptionalism about logic

A priorism about logic

Logical foundationalism

The connection between logic and reasoning

Logic and argumentation

Different uses for logic (argument / computer science / scientific rea-

soning etc.)

Contextual logics

Logical pluralism

e Political correctness (semantics of slurs / norms of language and com-
mon decency)

Contributed talks should not exceed a duration of 30 minutes, including
discussion. To submit a contribution, please send a one-page abstract by
November 15, 2017 to schangfabien@gmail.com.

Computational Hermeneutics: Using Computers to Interpret
Philosophical Arguments

DAVID FUENMAYOR
FREE UNIVERSITY OF BERLIN, GERMANY
DAVID.FUENMAYOR@FU-BERLIN.DE

CHRISTOPH BENZMULLER

UNIVERSITY OF LUXEMBOURG, LUXEMBOURG
FREE UNIVERSITY OF BERLIN, GERMANY
C.BENZMUELLER@QFU-BERLIN.DE

We introduce a method named computational hermeneutics aimed at
improving the tasks of logical analysis and interpretation of arguments.
This method has been developed as a result of reflecting upon previous
work on the application of Automated Theorem Proving (ATP) for the
formalization and assessment of arguments in metaphysics [e.g. 2,3,5] and
is specially suited to the utilization of different kinds of logics (intensional,
modal, higher-order, etc.) through the technique of semantic embeddings
[1].

Computational hermeneutics has been inspired by Donald Davidson’s
theory of radical interpretation [4] and can be seen as an instance of the
hypothetico-deductive method which exploits the computing power and us-
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ability of modern theorem provers: We work iteratively on an argument by
temporarily choosing a logic for formalization; fixing truth-values and infer-
ential relations among its sentences; and then working back and forth on the
formalization of its axioms and theorems, by making gradual adjustments
while getting real-time feedback about the suitability of our speculations.
In this fashion, by engaging in a dialectic process of questions and answers
— of conjectures and refutations — we work our way towards an adequate
logical analysis and interpretation of an argument by circular movements
between its parts and the whole (cf. hermeneutic circle).
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**KI’ is the shorthand for ‘Kunstliche Intelligenz’ (Artificial Intelligence). KI is the Ger-
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Logical Instrumentalism and Linear Logic

TERESA KOURI KISSEL

DEPARTMENT OF PHILOSOPHY AND RELIGIOUS STUDIES,
OLD DOMINION UNIVERSITY, NORFOLK, VIRGINIA, USA
TKOURIQODU.EDU

Logical instrumentalism is the view that norms for deductive reasoning
should be evaluated based on one’s aims and goals in reasoning and the
domain of investigation [see 1]. This means two things. First, as long as
there are two domains of investigation which are best served by different
norms for deductive reasoning, this will be a logical pluralism: logical in-
strumentalism will license more than one “correct” logic. Second, should a
domain of reasoning call for a particular logic, then logical instrumentalism
must license that logic as one of the correct logics.

The bulk of what I will show in this paper is that linear logic is ideal
for analyzing sentence syntax. Once this is established, using work from
Michael Moortgat on categorial grammar [see 2,3], we must concede that
the logical instrumentalist must accept linear logic as a legitimate logic.
This has interesting implications for the meanings of the logical connec-
tives. Since the particular linear system in question has a multitude of
connectives which are not found in more orthodox logical systems, the log-
ical instrumentalist must license a wider range of logical connectives than
we might have originally thought.

One might think that given the information about linear logic and what
its applicability requires the instrumentalist to license, this is a mark against
instrumentalism. I conclude my paper by suggesting that licensing linear
logic as a correct logic is a benefit rather than a burden.
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Evidence and self-evidence in the foundations of logic

SRECKO KOVAC
INSTITUTE OF PHILOSOPHY, ZAGREB, CROATIA
SKOVACQIFZG.HR

We relate the question of the correctness of proofs and of a possible
foundation of a logical system to a general, computational, concept of a for-
mal system as a mechanical procedure, in the sense of a Turing machine, for
producing provable formulas [3]. By means of justification logic tools, the
question about the evidence in a given system is united with the question
of an abstract causal structure of a mechanical decision procedure. After
introducing a translation procedure of the work of a Turing equivalent reg-
ister machine into a suitable justification logic language, it is easy to show
that, for each translated register program, the reason (evidence and cause,
not necessarily by a register routine) could be proved for the program’s
halting/non-halting. The evidence of justification logic reasons exceeds the
limits of a given formal axiomatic system (since not obeying the constrains
of the incompleteness theorems [4]). Further, justification logic (includ-
ing its axiomatic description of reason operators) does not satisfy Godel’s
constructivity requirements [4]. Thus, as a foundational question and the
question of the criteria of the correctness of reasoning, we discuss a possi-
ble “meta-justification” of the axioms about reasons by analyzing the work
of a register (Turing) machine in causal terms in comparison with general
self-evident structures of a human agent’s reasoning. This includes a sort
of abstract pragmatic considerations of the use of concepts by an abstract
reasoner (attention to our own acts in using concepts [5]).
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Identifying Logical Evidence

BEN MARTIN

DEPARTMENT OF PHILOSOPHY,

QUEEN’S UNIVERSITY, KINGSTON, CANADA
BENJAMIN.MARTINQUCL.AC.UK

We take ourselves to know certain logical claims, for example that
Socrates is wise and just only if he’s wise. However, we currently fail to
have a viable account of how we possess logical knowledge. Historical at-
tempts to explain this knowledge, such as appeals to intuition and linguistic
proficiency, have been found to be ultimately unsatisfactory, either because
they are metaphysically obscure or fail to explain logical disagreements [6].
Yet, it’s imperative that we have a complete understanding of logical knowl-
edge. While we use logic to form beliefs in all areas of life, such as when
testing scientific theories and engaging in rational debate, we now have many
competing logics at our disposal to do so, all of which lead us to reasoning
differently in certain situations. Yet, in order to make informed decisions
about which logics we should use, we require suitable criteria to adjudicate
between them, which can only be developed with a full understanding of
what constitutes logical evidence. Without such an account of logical evi-
dence, we lack the resources to make principled and holistic decisions about
the correct logic to use. Consequently, a new, more complete, explanation
of logical knowledge is needed.

In order to supply such an explanation, prominent figures such as Tim-
othy Williamson [7], Graham Priest [5] and Ole Hjortland [2], have recently
argued for a new account of logical knowledge, logical anti-exceptionalism,
which emphasises that such knowledge isn’t special in any sense, and that
logic’s method is akin to that of the natural sciences. Just as science pro-
ceeds by advancing theories attempting to best explain the relevant data,
by a process known as abduction, so logic proposes theories to explain its
own domain of data as lucidly and coherently as possible. Thus, we come
to be justified in our logical beliefs by recognising which available logical
theory best explains the relevant data.

Unfortunately, however, there is little agreement between proponents
of logical anti-exceptionalism over what constitute these relevant data that
logical theories must explain, and no clear indication yet of how we should
settle the matter of which data are relevant. But, without a detailed account
of what these data are, logical anti-exceptionalism cannot hope to provide
the means to adjudicate between competing logics, a major motivation for
any modern theory of logical epistemology. Thus, we need to know what
type of data, exactly, logical theories must explain.
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This talk argues that we can look to logical practice for help in both pro-
viding support for logical anti-exceptionalism and pinpointing the types of
data logical theories must explain. While using the practice of researchers
has proven a useful method to study how knowledge is acquired in the
natural sciences [1] and mathematics [3], the same method has yet to be ex-
tensively used in the study of logic. Yet, just as philosophers of science have
used historical scientific experiments and disputes as their data to infer how
we come to know empirical claims, so we can use a practice based method
in studying logical knowledge. By taking logical arguments as our data, we
can infer from these arguments the methodological principles that logicians
rely upon, and the data their theories attempt to explain. The rationale
for using practice to inform an epistemology of logic is the presumption
that generally, as with scientists, logicians provide suitable reasons for their
claims even if, ultimately, they are not wholly satisfactory. Thus, we should
expect logicians’ arguments to provide insight into how we can come to
know logical truths, and the data logical theories must accommodate.

To show the fruitfulness of this practice-based approach, the talk con-
siders as a case study arguments from one of the most significant debates in
the modern logic, the dispute between classical logic and dialetheism over
the truth of inconsistent theories. Concentrating particularly on Priest’s [4]
initial arguments for dialetheism from the liar and Russell-set paradoxes,
and classical replies to the arguments, it’s proposed that both Priest and
his classical opponents rely upon at least three methodological principles:
Firstly, that linguistic and mathematical puzzles, such as the liar sentence
and Russell set, can form part of a logical theory’s explanandum; secondly,
that linguistic norms form part of logical evidence, for example in admit-
ting the need to take the meaningfulness of the liar sentences seriously;
and thirdly, that mathematical concepts and findings form part of logical
evidence, for example by suggesting that only classical logic can underpin
mathematical results.

The talk concludes that these initial results from the practice-based ap-
proach provide both support for logical antiexceptionalism, and details on
the types of evidence a logical theory should accommodate. To offer support
for their logical views, rather than attempting to settle disputes on purely
definitional or intuitional grounds, logicians appeal to their logic’s ability
to explain certain relevant phenomena, including linguistic norms and find-
ings from mathematics. We suggest that with yet further consideration of
important logical disputes, we can hope to build an even fuller picture of
logical epistemology and evidence.
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Around Peirce

This workshop is organized by

JEAN-MARIE CHEVALIER| & BENOIT (GAULTIER

GROUPE DE RECHERCHE EN EPISTEMOLOGIE,

COLLEGE DE FRANCE, PARIS

JEANMARIECHEVALIERQYAHOO.FR, BENOITGAULTIER@QHOTMAIL.FR

Peirce’s 2014 Centennial Congress suggested many ways for “invigorat-
ing philosophy for the 21st century”. One may expect Charles S. Peirce’s
findings to invigorate logic in particular. Not only did Peirce improve
Boole’s algebra, develop a logic of relatives and invent logical quantifica-
tion, but he drew a whole system of diagrammatic reasoning which may not
have born all its fruit yet. He also developed new prospects on informal
logic and the theories of induction and abduction. While his inspiration
roots in Boole, De Morgan and Schréoder, his writings were very influential
on Skolem, Hintikka and Polish logic among many, and will probably be on
the future of logic.

The keynote speaker is this workshop is Danielle Macbeth (page [137)).

Call for papers

Relevant topics include (but are not restricted to):
Peirce’s place in the history of logic

The influence of Peirce’s writings on current logical trends
Peirce’s version of pragmaticism

Logic and semiotics

Implications of Peirce’s logic for the future of logic
Peirce’s conception of probabilities

Alpha, Beta and Gamma graphs

The use of Peircean diagrams as a pedagogical tool
Peirce’s logic of continuity

The logic of abduction

Peircean epistemology

Contributed talks should not exceed a duration of 30 minutes including
discussion. A one-page abstract should be sent via email before November
15, 2017 to jeanmariechevalier@yahoo.fr and/or benoitgaultier@hotmail.fr.
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A dinner with Charley

GAETANO ALBERGO
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF CATANIA, ITALY
GAETANOALBERGO@QYAHOO.IT

I think we should reconsider the value and content of the Lecture V
of the Cambridge Conferences [4]. Hilary Putnam, in his magnificent in-
troduction to the volume [2], preferred to concentrate on the theme of the
continuum in mathematics, defining the whole lesson in a funny way ‘A din-
ner with Charley’. The problem of observation as access to higher cognitive
processes certainly has a long history. In this work Peirce argues that the
fundamental condition for the development of good reasoning skills is pre-
cisely the ability to discriminate proximal phenomena through observation.
The theme, today, is at the center of great attentions. From the hidden
object tracking processes studied by Baillargeon [1], to the researches on
the deferred imitation conducted by Mandler [3], only to make two exam-
ples, it emerges the importance of a phenomenon often underestimated be-
cause often considered a mere proto-ability that can not be analyzed as true
cognitive processes. Observational learning studies have emphasized non-
modular processes, those particularly related to categorization and recall
capabilities, where attention and awareness during pattern analysis would
not be negotiable. In general, within the recent literature on metaphysics of
intentionality, the Kantian distinction between receptivity and spontaneity,
at least in relation to the topic of perceptual judgment based on observa-
tion, would be at most only functional for the argumentation of the analysis
of certain cognitive processes, that is, it would be deprived of any ontolog-
ical and epistemological status. Peirce, on the other hand, believed that
the distinction should not only be respected but also taken into account
more than Kant suggested, because not necessarily, in his view, passivity
and spontaneity should have been considered to be speculatively functional
to one another. After having attributed to the first part, a kind of uncon-
scious induction, a great fineness, and to the other part, the conscious one,
the main role to form a theory of the object of observation, Peirce clearly
states that it is the first to represent ‘the very most important of all the
constituents of practical reasoning’.

A broadly Kantian strategy wants that there must be non-inferential
knowledge if there is empirical knowledge at all. According to the Brandom-
Sellars model, it is only because we bring to experience a full rule-governed
conceptual framework of reason’s own making that it is possible for us
to produce appropriate observation responses to the world. Starting from
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Peirce’s works, the aim of this paper is to answer the question: is the ob-
server’s response contentful just insofar as it occupies a node in a web of
inferential relations? In addition, what is the right kind of content for a
basic observation?
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Peirce and distributivity

RoDoLFO C. ERTOLA BIRABEN

CENTRE FOR LoOGIC, EPISTEMOLOGY AND THE HISTORY OF SCIENCE,
DEPARTMENT OF PHILOSOPHY,

STATE UNIVERSITY OF CAMPINAS, BRAZIL
RCERTOLAQCLE.UNICAMP.BR

In 1880, Peirce stated the following [see 3, p. 33]:

“E. (a+b)xc=(axc)+(bxc) (axb)+c=(a+c)x(b+c).
These are cases of the distributive principle. They are easily proved
by [4] and [2], but the proof is too tedious to give”,

where [2] and [4] state that x and + behave as the usual infimum and
supremum in a lattice. So, Peirce seems to be saying that every lattice is
distributive!

Now, it is very well known that there are non-distributive lattices. The
usual examples are the pentagon and the diamond. So, how can we explain
Peirce’s statement?

In 1890, regarding Peirce’s statement that every lattice is distributive,
Schroder observed that he could prove that the following hold in any lattice
[see 4, p. 280]:

Theorem 25,) ab+ac < a(b+c) and Theorem 25.) a+bc < (a+b)(a+c).
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However, he stated that the given inequalities did not hold the other
way round. So, it seems that Schroder has proved Peirce to be wrong.
However, he gave an example with 990 equalities! He also stated a restricted
version of distributivity for lattices with bottom (Prinzip I1I) and used it,
together with some form of negation, in order to prove usual distributivity
[see 4, p. 310].

Many years afterwards, Huntington presented a proof of distributiv-
ity for “lattices” “borrowed, almost verbatim, from a letter of Mr. C.S.
Peirce, dated December 24, 1903”. The given proof was very indirect (see
[1, pp. 300-302] proving 22a).

In our talk we give many details concerning the question at issue. In
particular, we give a very direct proof of 22a, we state an open question re-
garding arguments by Schréder, and comment on Korselt’s counterexample
for distributivity presented in [2].
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Peirce on the Identity of Truth and Reality

JOSHUA DAVID BLACK
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF SHEFFIELD, UK
JOSHUA.BLACKQSHEFFIELD.AC.UK

In [1] (1904), Peirce claims that ‘the purpose of every sign is to express
“fact”, and by being joined with other signs, to approach as nearly as pos-
sible to determining an interpretant which would be the perfect Truth, the
absolute Truth, and as such (at least, we may use this language) would be
the very Universe’ [2, vol. 2, p. 304]. He adds that this “entelechy’ or ‘ideal
sign’ would be ‘quite perfect, and so identical — in such identity as a sign
may have — with the very matter denoted united with the very form sig-
nified by it’ [2, vol. 2, p. 304]. In this paper, I articulate the account of the
identity of truth and reality that Peirce defends in this text.
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I will restrict my attention in this paper to propositional signs, namely,
ones which can be true of false. Given that, we can say that this account of
truth is not concerned with the relationship between any proposition and
objects or states of affairs, but rather, with an idealisation of the devel-
opment of propositions in inquiry. That is, it is a way of making sense of
the notion of the truth as the ideal ‘end of inquiry’. On the interpretation
developed in this paper, this notion of truth can only apply to one propo-
sition. This proposition is a identical with ‘the Universe’ insofar as the
latter is a token (or ‘replica’) of the former. The ideal proposition cannot
leave anything out, in Peirce’s words, it is ‘is not abstracted but complete’
[2, vol. 2, p. 304].

I defend this interpretation by means of a close reading of ‘New Ele-
ments’, along with the closely related ‘Sketch of Dichotomic Mathematics’
(c. 1903). T introduce Peirce’s use of the three Aristotelian concepts of form,
matter, and entelechy [cf. 1, vol. 4, pp. 293-295] along with his account of
‘facts’. I then develop Peirce’s distinction between the mode of being of
a sign and that of individual objects. I argue that this account is what
requires the identity to hold between a replica of the ideal proposition and
reality.

I conclude by briefly considering the consequences of taking on this ac-
count as a notion of the ‘end of inquiry’. One traditional objection to the
‘end of inquiry’ is to point out the difficulty of using the notion as a test
for truth. How, for instance, are we to determine what future inquirers will
think about a given question? That is, it is difficult to see how we could
have any access to the end of inquiry. However, if the end of inquiry is
identical with the reality then it is already present. The test for the truth
of a given proposition is simply to apply whatever the relevant methods of
inquiry are. I argue that, rather than offering a test for the truth of proposi-
tions, the identity account of truth and reality defended in ‘New Elements’
and related writings is intended to show what it means to take reality to be
intelligible.
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Logical Consequence in the Diagrammatic System
of Assertive Graphs
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The notion of assertion plays an essential role in logic. It is a key ingre-
dient in most logical systems, either implicitly or explicitly. For instance,
Frege’s ideographical language of the Begriffsschrift introduced a specific
sign designating assertion, |— 7 which expresses the acknowledgement of
the truth of the content of the assertion. In Peirce’s graphical logic of Ex-
istential Graphs (EGs), there is no specific sign for assertion, although the
notion of assertion is used virtually everywhere in his logical writings. The
reason is that making an assertion signals the responsibility that the utterer
of the logical statement bears on the truth of the proposition [1]. Indeed
Peirce has assertion as a sign that is embedded in the Sheet of Assertion
(SA) [2], while SA represents both the logical truth as well as the assertoric
nature of those graphical logical formulas that are scribed upon it. In intu-
itionistic logic, on the other hand, an explicit notion of assertion has been
used in order to analyse inference and proof, to explicate the meaning of
logical constants, and so on [3].

The idea of the notion of assertion thus appears robustly invariant across
a range of logical theories, logical methods, and logical notations. In the
light of the existence of such a common and shared character of assertions,
we present a new system of graphs that makes the embedded or implicit
nature of assertions in logical graphs explicit. We develop a graphical logic
of assertions (called “Assertive Graphs”, AGs). We will show that it is pos-
sible to extend this intuitionistic logic of AGs into a classical graphical logic
(CIAG) without a need to introduce polarities. We compare the advantages
of these two approaches and point out the nature of a deep inference of
their transformation rules. Finally, we discuss implications of AGs to logi-
cal consequence. We will point out that logical consequence in AGs is based
on some standard aspects of model theory, related to the notion of truth,
as well as on the (antirealist) notions of proof and assertion, related to the
epistemic acknowledgement of truth.
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A Generic Figures Reconstruction of Peirce’s
Existential Graphs (Alpha)
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The powerful mathematical tools of category theory and, particularly,
the techniques within topos theory for representing and investigating the
deep relationships between logic and topology are especially well-suited for
examining the iconic and diagrammatic properties of Peirce’s system of Ex-
istential Graphs. The Existential Graphs remain at once one of the most
important contributions of Peirce to modern logic and one of the least stud-
ied and most underappreciated aspects of his overall philosophy. The inte-
gration of Peirce’s graphical system with the contemporary mathematical
methods of category theory promises to make Peirce’s innovative logical
notation accessible to a broader audience of researchers and to open new
avenues of inquiry into the Existential Graphs themselves. Furthermore,
placing the Existential Graphs in a categorical and topos-theoretical set-
ting may help to suggest new applications and creative extensions of the
Existential Graphs at alpha, beta and gamma levels.

“Interest Group in Pure and Applied Logics
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We show in particular how Peirce’s alpha level of the Existential Graphs
may be faithfully reconstructed within the presheaf category of forests, that
is, the category of contravariant functors from the category of natural num-
bers (with morphisms corresponding to the usual < ordering) into Set, the
category of sets and functions. The reconstruction proceeds in three stages:
first, it is shown how the fragment of Peirce’s EG alpha system involving
only variable-free “cuts-only” graphs corresponds naturally to finite forests,
where the branchings of such forests represent the nestings of EG alpha
cuts; secondly, variable-tokens are introduced by treating pairs of cuts-only
graphs, one of which is a subobject of the other, in terms of the lattice of
intermediate subobjects they induce; finally, individual variable tokens are
shown to be representable as tokens of common types through a natural con-
struction via groupoids. Once these graphical syntactic constructions are
made, it is straightforward to show how Peirce’s logical semantics for the
graphs are derivable naturally from the iconic (i.e. structural) properties of
the graphs themselves.

Our approach throughout makes use of the generic figures techniques de-
veloped by Reyes, Reyes and Zolfaghari in Generic Figures and Their Glue-
ings: A Constructive Approach to Functor Categories (Polimetrica, 2008).
This way of treating functor categories lends itself naturally to diagrammatic
systems of various kinds including directed graphs (in the usual mathemat-
ical sense), dynamical systems and other constructions. Thus, this quite
general mathematical setting allows for the comparison of the Existential
Graphs with a variety of other diagrammatic logical and mathematical sys-
tems and provides a milieu for investigating the interplay of iconic syntax
and logical semantics in multiple contexts. This approach has not previ-
ously been applied to Peirce’s Existential Graphs and may be contrasted
with alternate analyses of the Existential Graphs that make use of cate-
gory theory such as that of Brady and Trimble. We conclude by sketching
out several paths for future development of this approach to the Existential
Graphs, including the adjunction of infinitely nested graphs to EG alpha
and the extension of the generic figures approach to EG beta and gamma.
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A Peircean Logic of Operations
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“...De Morgan’s Open Sesame, the Aladdin matmiurah of relative
logic...”
— C.S. Peirce

Charles Sanders Peirce was the first philosophical logician to develop the
mathematics for a comprehensive logic of relations; that is, a logic for the
modelling, combining, and manipulating relations of any adicity (valency)
whatsoever. The corazon de corazon of his logic of relations is a thesis which
he characterized as a “remarkable theorem”, specifically, the claim that a
relationally complete logic requires, but only requires monadic, dyadic, and
triadic relations. One of the immediate consequences of this theorem is that
there are genuine triadic relations, relations of three relata which cannot be
analyzed into combinations of either monadic or dyadic relations. All other
n-adic relations can be composed out of combinations of the three elemen-
tary species of relations by two elementary logical operations of relative
and auto-relative multiplication. Peirce also recognized that binary mathe-
matical operations are special cases of triadic relations; that is, any binary
operation X oY = Z is equivalent to some triadic relation ¢°(X,Y, 7). He
argued that such operations cannot be analyzed into operations of arity less
than two. This realization provides additional grounds for his contention
that there are genuine triadic relations.

Peirce’s insights are the seeds for a logic of operations as a branch of his
logic of relations — seeds he never nurtured to fruition. This essay presents
the rudiments of that field of inquiry consonant with his logic of relations.
Binary operations in simple algebras such as magmas, semigroups, loops,
and groups will be represented by Peirce-inspired directed wye diagrams.
These can be grafted together by (auto-)relative multiplication to generate
both acyclic (tree) and cyclic graphs to model n-ary operations. This ap-
proach can be further applied to rings, fields, bi-algebras, categories, partial
orders, lattices and other algebraical systems. This work, when married to
Wactaw Sierpinski’s theorem that every n-ary operation (n > 2) can be ana-
lyzed into a compound operation consisting exclusively of binary operations,
provides a Peircean framework for Universal Algebra.
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Frege and Peirce on the signs of generality
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According to Michael Dummett, Frege’s discovery of a notation for quan-
tifiers and variables for the expression of generality was one of the most
important discoveries in the history of logic, certainly the most important
since Aristotle. It was by means of this discovery that Frege solved a prob-
lem that had blocked the progress of logic for centuries: the problem of
how to treat multiply quantified sentences of the kind of “Everybody loves
somebody”. Frege’s discovery allowed him to treat such sentences (and in-
deed, every sentence in which signs of generality occur) as being constructed
in stages corresponding to the signs of generality occurring in it. Thus
the sentence “everybody loves somebody”, in which the sign of generality
“somebody” occurs within the scope of the sign of generality “everybody”,
is not obtained by the simultaneous combination of the three components
“everybody”, “somebody”, and “x loves y”. Rather, it is obtained in two
stages, i.e., by first combining “z loves 4" with “somebody”, thus obtaining
“z loves somebody”, and then by combining this with “everybody”, thus
obtaining the complete sentence. Only under this mode of analysis, Dum-
mett explained, the truth-conditions of a multiply quantified sentence can
be satisfactorily determined.

In fact, the discovery is independent of the specific notation that Frege
devised. A symptom of this is the fact that Dummett feels no need to
present Frege’s Begriffsschrift in order to expound Frege’s discovery. Frege’s
insight that sentences are constructed in stages corresponding to the signs
of generality occurring in them might equally be represented in notations
other than the Begriffsschrift, and in point of fact it has become part and
parcel of modern quantificational logic in the guise of the Peanian/Russellian
linear notation. The relations of dependence of the signs of generality is
represented in this latter notation by the linear ordering of those signs, and
this manner is no less effective than the manner in which it is represented
in Frege’s Begriffsschrift.
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By 1882, on the other side of the ocean, Peirce had made the same
discovery as Frege. But unlike Frege, Peirce spent the rest of his logical life
to experiment with different and alternative notations for the representation
of quantification theory. The first, complete version of the theory is what
Peirce would later call the General Algebra of Logic. In the General Algebra,
the above multiply quantified sentence would be represented as “II; 3, ; ;”,
of which the contemporary “Vz 3yLzy” is a mere notational variant. But
in parallel to the General Algebra, in 1882 Peirce created a system of logical
graphs in which the sentence in question would be represented thus:

+1—

where the crossed line at the left of the predicate term “1” is the sign of
the universal quantifier, the plain line at the right of it the sign of the
existential quantifier. But since the sheet on which these graphs are scribed
is symmetric and thus wnordered, not only the system can only express
symmetric predicates, but also, the relations of dependence of the signs of
generality cannot be represented, as in the General Algebra, by exploiting
the linear ordering. The first solution that Peirce found for this problem
was to add to the vocabulary: numerical indices are attached to the lines
to indicate the order of selection.

:132 :2z1

o

The graph on the left would thus represent “II; ¥;1; ;7 (“everybody loves
somebody”), while that on the right would represent “X;II;l; ;7 (“somebody
is loved by everybody”).

This must have been highly unsatisfactory to Peirce. In 1896 he invented
two systems of graphs, later termed Entitative and Existential Graphs, re-
spectively. The 1896 graphs adopt the 1882 substructure of spots and lines
of identity but add to that substructure the “oval”. By means of the ovals,
the compositional (“endoporeutic”) structure of the formulas is immediately

represented, and thus also the relations of dependence of the quantifiers.

In the Existential graphs on the left, the first line is less enclosed than
the second, and thus its corresponding quantifier has logical precedence; in
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the graph on the right, the dependence relation is reversed. By means of
the endoporeutic structure expressed by the nesting of the ovals, Peirce’s
logical graphs show in a very perspicuous way how sentences are constructed
in stages corresponding to the signs of generality occurring in them.

G. Boole, A. De Morgan and C.S. Peirce at the birth
of symbolic logic

(CASSIANO TERRA RODRIGUES

DEPARTMENT OF PHILOSOPHY,

PONTIFICAL CATHOLIC UNIVERSITY OF SAO PAULO, BRAZIL
CTRODRIGUES@QPUCSP.BR

The presentation will show how C.S. Peirce developed his symbolic logic
from the works of G. Boole and A. De Morgan. Boole devised a calculus
for what he called the algebra of logic to overcome syllogistic. Interpreting
categorical propositions as algebraic equations, Boole showed an isomor-
phism between the calculus of classes and of propositions, being indeed the
first to mathematize logic. With a different purport, De Morgan tried to
improve on syllogistic, taking it as object of study. With a very unusual
system of symbols of his own, De Morgan develops the study of logical re-
lations that are defined by the very operation of signs. Although his logic
is not a Boolean algebra of logic, De Morgan defined the central notion of
a universe of discourse. Peirce takes a critical and decisive step forward.
First, claiming Boole had exaggeratedly submitted logic to mathematics,
thus mistaking the nature and the purpose of each discipline to the point of
erasing their characteristic differences to the impairment of the first, Peirce
emphasizes the normative purport of logic. Second, identifying De Morgan’s
limitations as a rigid restraint of logic to the study of relations, thus hin-
dering compositions of relations with classes, Peirce develops his own logic
of relative terms. Peirce’s originalities to be highlighted in the presentation
are:

a) a theory of multiple quantification,

b) the development of the logic of relatives from it (and not vice-versa),

c¢) the calculus for multi-saturated expressions (arity superior to 2),

d) the contrast between mathematics and logic by their distinct ends and
degrees of generality.

(
(
(
(

In the end, brief considerations on Peirce’s relation to Tarski’s interpre-
tation of the logic of relatives will be hinted at.
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The beginnings of the Lvov School, later on called the Lvov-Warsaw
School, are connected with the person of Kazimierz Twardowski, a disciple
of Franz Brentano, and his taking the post of Head of the Chair of Phi-
losophy at Lvov University. It was thanks to Twardowski that a modern
school of philosophy was established, which was where a host of outstanding
philosophers, logicians, psychologists, university professors and organizers
of scholarly life in independent Poland came from. Owing to the activity of
the School, multiplicity of attitudes and a variety of represented views, not
only philosophical, it was also possible to develop formal logic and mathe-
matics, and the accomplishments of representatives of these disciplines are
often included into pioneering and seminal on the global scale.

J. Lukasiewicz and S. Lesniewski were the founders of the world-famous
Warsaw School of Logic. The former propagated the idea of applying logical
tools to the classical metaphysics. The latter built three systems of logic
(protothetic, ontology and mereology), which showed formal values and ap-
plications in the spirit of nominalism. Their disciples were, among others, A.
Tarski — the author of a pioneering dissertation on semantic theory of truth
(1933) and, following World War 2, the founder of the Californian School
at Berkeley, S. Jaskowski, A. Lindenbaum, Cz. Lejewski, B. Sobocinski, J.
Stupecki and M. Wajsberg.

*The first two organizers are editors of the forthcoming book “The Lvov-Warsaw School:
Past and Present”.
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The works by the following disciples of K. Twardowski can also be con-
sidered seminal: K. Ajdukiewicz — in the field of logical theory of lan-
guage (significant for the so-called mathematical linguistics; Y. Bar-Hillel,
N. Chomsky), and also in the area of logical analysis of epistemology;
T. Kotarbiriski — the founder of reism (nominalistic philosophical concep-
tion) as well as praxeology — science of effective action.

Logical theory of science was the subject matter successfully dealt with
by T. Czezowski, Z. Zawirski, I. Dambska, M. Kokoszynska-Lutmanowa,
J. Hosiassion-Lindenbaumowa, J. Kotarbinska and H. Mehleberg.

The flourishing of the Polish school of logic and philosophy before the
outbreak of WW2 received a lot of attention worldwide. After the War, the
Lvov-Warsaw School ceased to exist. Its representatives, who had managed
to survive the turmoil of war, went to live in different parts of Poland and
all over the world, having left the output, which — despite the commu-
nist regime — was able to revive and develop a new Polish logic, owing
to continuation of its traditions and strong connections with multiple dis-
ciplines: philosophy, mathematics, computer science, linguistics, semiotics
and others.

The keynote speakers at thls workshop are |[Jan Wolenski (page -,
Kordula Swu;torzecka (page [162)) and Grzegorz Malinowski ( page t

Call for papers

We invite submissions on the following topics:
Historical analyses on what the L-WS phenomenon was

e Philosophical motivations for creation of logical research by representa-
tives of the L-WS

e L[-WS, the Vienna Circle and the Berlin circle

e Achievements of the main representatives of the L-WS and their devel-
opment or continuation

o Influence of results of the L-WS on the development of new fields of
knowledge

e Influence of creatively-developing Polish logic (by, among others, S.
Jaskowski, A. Mostowski, J. Stupecki, A. Grzegorczyk, J. Lo$, R. Suszko,
L. Borkowski, R. Sikorski, H. Rasiowa, Z. Pawlak and R. Wéjcicki) on
the level of contemporary philosophy and other domains of science

e Alfred Tarski and L-WS
Polish Logic in the world today

Abstracts (one page) should be sent by November 15, 2017 via email
to skardowska@gmail.com and/or agarrido@mat.uned.es.
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The Lvov-Warsaw School is considered as a branch of the twentieth-
century analytical movement. Among characteristic features of analytic
philosophy, there are: focus on detailed analyses of small problems instead
of creating all-embracing general syntheses, the use of logical methods in
philosophizing, and the respect for the results of science. The Lvov-Warsaw
School had some methodological peculiarities that differentiate it from En-
glish analytical school on the one hand, and the Vienna Circle on the other.
In the present paper, we indicate these peculiarities.

We will discuss namely the following particular methodological issues:
(1) Kazimierz Twardowski’s and his descriptive psychology, originating from

Franz Brentano and developed in the direction indicated by the analysis

of language;

(2) Jan Lukasiewicz’s early conception of analysis and construction of con-
cepts as well as his program of logicism in philosophy;

(3) Tadeusz Kotarbinski’s semantic reism as a tool of clarifying definitions
and theses;

(4) Tadeusz Czezowski’s concept of analytic description as a paradigmatic
analytical procedure of the Lvov-Warsaw School;

(5) Kazimierz Ajdukiewicz’s so-called method of paraphrases and his appli-
cation of categorical grammar to the analysis of the structure of philo-
sophical theses.

These examples certify some distinctive elements of Polish analytical
philosophy. Firstly, the conception of analysis in the Lvov-Warsaw School
was constructive and did not fall under the paradox of analysis. Secondly,
there was a conviction that by the use of broadly understood logical tools
the real progress in philosophy may occur. Thirdly, the language analysis
was considered as a tool to reach reality and resolve real problems.
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On Ludwik Borkowski’s philosophico-logical views
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Ludwik Borkowski’s vast knowledge of philosophy allowed him to put
his logical studies in a philosophical context. As a logician he was one of
the Lvov-Warsaw school followers. He dealt with the basic issues of the
widely understood logic as well as with those having strong philosophical
implications (e.g. non-classical logics, the theory of truth, natural deduc-
tion, the theory of consequence). He also worked on the theory of definition
and the intuitive interpretation of logical results. For Borkowski logic was
an autonomous science which can be used for other service. Although he
did not create any philosophical logic works, his whole life research was ac-
companied with investigating philosophical sources, inspirations and logical
consequences.
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Although strong arguments speak for ontological reism, its original ver-
sion formulated by Kotarbinski encounters serious problems related to the
ontology of the domain of mathematics and its set-theoretical foundations.
Still worse, the positive thesis of reism is endangered by triviality, and its
negative theses with contradiction. It is argued that the problems of the
first kind may be overcome by combining reism not with classical nomi-
nalism, but with the so-called theory of the respectus. Unfortunately, the
latter is not expressible in any extensive logic, in particular, in Lesniewski’s
Ontology, chosen by Kotarbiriski as the logical background for reism.

Next, in order to avoid triviality of the positive thesis of reism, one must
express it not in the reistic language, but rather in some multicategorial
language. However, in the framework of Lesniewski’s Ontology, this implies
commitment to the existence of individuals of categories other than the
category of things. This, in turn, would make negative theses of reism
contradictory.

A remedy for the problems of the first kind is choosing as the logical
background for reism, instead of Lesniewski’s Ontology, a weaker calculus
that may be called Weak Ontology, obtained from it by disabling the rule
of extensionality and appropriate weakening of its axiom. A further weak-
ening of the calculus by modifying the quantifier rules in the spirit of free
logics results in what may be called Free Ontology, which enables avoiding
both kinds of problems. Thus, Free Ontology is preferable to Lesniewski’s
Ontology as the logical background for reism.

*Scientific Society of John Paul II Catholic University of Lublin
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As we know, logic is the study of the structure and principles of correct
reasoning, and more specifically, attempts to establish the principles that
guarantee the validity of deductive arguments. The central concept of va-
lidity is for logic, because when we affirm the validity of an argument are
saying that it is impossible that its conclusion is false if its premises are
true.

Propositions are descriptions of the world, that is, are affirmations or
denials of events in various possible worlds, of which the “real world” is
just one of them. There is a long philosophical tradition of distinguishing
between truth necessary (a priori or “logical”) and facts “contingent” (a
posteriori or “factual”).

Both have really led the two concepts of logical truth, without being
opposed to each other, are quite different: the conception of truth as co-
herence, and the conception of truth as correspondence. According to the
point of view of consistency, a proposition is true or false depending on their
relationship with respect to a given set of propositions, because of the rules
of that system. Under the terms of correspondence, a proposition is true or
false, if it agrees with reality.

To further enhance the complexity of the problem, not only analyze
trueness or falsity of propositions, but also of theories, ideas and models.
And so, we allow new and different conception of truth.

The basic idea underlying all these approaches is that of an intrinsic
dichotomy between true and false. This opposition implies the validity of
two fundamental laws of classical logic:

— Principle of excluded middle: Every proposition is true or false, and
there is no another possibility.

— Principle of non-contradiction: No statement is true and false simulta-
neously.

Such fundamental ideas produce some series of paradoxes and dissatis-
faction that is based on the need to overcome this strict truth-bivalence of
classical logic.

*To the memory of Marcin Mostowski, who has recently passed away.
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Searching for the origins could lead too far and eventually disperse,
which, as we know is not very convenient for a job pretending to be research.
So we will refer to these first signs that appear in the East (China, India,. . . ),
and then we may analyze the problem of “future contingents”, treated by
Aristotle in Peri Hermeneias.

About Future Contingent Propositions, we must remember that they are
statements about states of affairs in the future that are neither necessarily
true nor necessarily false. Suppose that a sea-battle will not be fought
tomorrow. Then it was also true yesterday (and the week before, and last
year) that it will not be fought, since any true statement about the case
that will be was also true in the past. But all past truths are now necessary
truths; therefore it is now necessarily true that the battle will not be fought,
and thus the statement that it will be fought is necessarily false. Therefore
it is not possible that the battle will be fought. In general, if something will
not be the case, it is not possible for it to be the case.

As we know, although the starting point of Leibniz’s “calculus univer-
salis” were Stagirite’s theories, Leibniz ends to be dependent from the ideas
of Aristotle, to finally develop its own axiomatic system, a more general
type, based on applying the Combinatorial Instrument to syllogistic. That
issue (Future Contingent’s problem, with variations) would be then crucial
in medieval times, as during the Scholasticism, with William of Ockham,
and Duns Scotus, looked at from different point of views, for its relationships
with Determinism and ‘Divine Foreknowledge’. Then, this issue is taken up
by Spanish Jesuit F. Luis de Molina (and the famous controversy ‘De Aux-
iliis” maintained with the Dominican Fray Domingo Béanez), or Francisco
Suarez, and even the great polymath G.W. Leibniz dedicated his time.

At first, Lukasiewicz introduced the three-valued logic and then general-
ized to the infinite-valued. That possibility modulation can be expressed by
a membership function, which is to come all the unit interval [0,1], instead
of being reduced to the dichotomy of classical logic: True vs. False, 0 vs. 1,
White vs. Black, etc., allowing the treatment of uncertainty and vagueness,
important not only from the theoretical point of view, but also for applica-
tions. The deep and far connection from Leibniz to Lukasiewicz, and then to
Zadeh, crossing through Bernhard Bolzano, Franz Brentano and Kazimierz
Twardowski has its progressive justification by Jan Wolenski, Roman Mu-
rawski, Urszula Wybraniec-Skardowska and Roger Pouivet, among others.
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The roots of the Lvov-Warsaw School (LWS, by acronym) can be traced
back to Aristotle himself. But in later times we better put them into think-
ing G.W. Leibniz and who somehow inherited many of these ways of think-
ing, such as the philosopher and mathematician Bernhard Bolzano. Since
he would pass the key figure of Franz Brentano, who had as one of his disci-
ples to Kazimierz Twardowski, which starts with the brilliant Polish school
of mathematics and philosophy dealt with. Among them, one of the most
interesting thinkers must be Jan Lukasiewicz, the father of many-valued
logic.

Jan Lukasiewicz (1878-1956) began teaching at the University of Lvov
(now Lwiw, former Lemberg, but also Ledpolis), and then at Warsaw, but
after World War IT must to continue in Dublin. Some questions may be very
astonishing in the CV of Lukasiewicz. For instance, that a firstly Polish
Minister of Education in Paderewski cabinet, into the new Polish Republic,
and also Rector for two times at Warsaw University, was awarded with a
Doctorate ‘Honoris Causa’ in spring 1936, at University of Miinster, into the
maximum of effervescence of Nazism in Germany. The explanation must be
their good relation with a very good friend, the former theologian, and then
logician, Heinrich Schélz, which was the first Chairman of Mathematical
Logic in German universities.

Lukasiewicz firstly studied Law, and then Mathematics and Philosophy
in Lvov (then Lemberg). His doctoral supervisor was Kazimierz Twar-
dowski, and in 1902 he obtain his Ph.D. title with a very special mention:
‘sub auspiciis Imperatoris’ (i.e., under the auspices of the Kaiser). Also
he received a doctorate ring with diamonds from the Kaiser of the Austro-
Hungarian Empire, Franz Joseph I.

From 1902, Lukasiewicz was employed as a private teacher, and also as
a desk in the Universitary Library of Lvov. So it was until 1904 when he
obtained a scholarship to study abroad. He defends his ‘Habilitationschrift’

*This work was supported by the MICINN’s Research Project FFI2016-77574-P, and the
Investigation Group of our Spanish University (UNED), from which we belong, into a
section about ‘Science and Technique’, which is part of the Project entitled Estudio sis-
temadtico de las lecturas heideggerianas de Jacques Derrida. Confluencias y divergencias,
being its Principal Researcher (IP) Prof. Cristina De Peretti.
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in 1906, entitled “Analysis and construction of the concept of cause”. This
permits to give university courses. His first lectures were on the Algebra
of Logic, according to the recent translation to Polish of this book of the
French logician Louis Couturat.

Between 1902 and 1906, Lukasiewicz continued his studies in the univer-
sities of Berlin and Leuwen (Lovaina). In 1906, by his ‘Habilitationschrift’,
he obtain the qualification as university professor at Lvov. And, in 1911,
he was appointed as associate professor in his ‘alma mater’ (Lemberg).

Jan Lukasiewicz was also very active in historical research on logic, giv-
ing a new and up-to-date interpretation of Aristotle’s syllogism and of the
Stoics’ propositional calculus. According to Scholz, the better pages on
history of logic are due to him. And also, as Arianna Betti says, “Jan
Lukasiewicz is first and foremost associated with the rejection of the Prin-
ciple of Bivalence and the discovery of Many-Valued Logic.”

The discovery of MVL by Lukasiewicz was in 1918, a little earlier than
Emil Leon Post. According to Jan Wolenski, “although Post’s remarks were
parenthetical and extremely condensed, Lukasiewicz explained his intuitions
and motivations carefully and at length. He was guided by considerations
about future contingents and the concept of possibility”. So, he introduces,
firstly, three-valued logic, then four-valued logic, generalized to logics with
an arbitrary finite number of veritative values, and finally, to logics with a
countably infinite-valued number of such values.

Very noteworthy is his treatment of the history of logic in the light of
the new formal logic (then called Logistics). Thus, not only he addressed
the issue of future contingents departing from Aristotle, but also put in
value logic of the Stoics, at least so far taken. In fact, Heinrich Scholz said,
rightly, that Lukasiewicz had written the most lucid pages on the history of
logic.
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In 2011 Andrzej Grzegorczyk gave birth to Logic of Descriptions (LD),
a new logical system in which the classical equivalence has been replaced
with the descriptive equivalence which produces a new compound sentence
out of two simpler ones asserting that they describe the same.

The main philosophical assumption of Grzegorczyk’s standpoint was
that in the human description of the cognised world’s phenomena, the roles
of negation, conjunction, and disjunction differ significantly from those of
implication and equivalence. Negation, conjunction, and disjunction are
very primitive and have clear intuitive descriptive meanings, while the clas-
sical implication and equivalence are derivative and have no intuitively plau-
sible sense. Furthermore, it is exactly implication and equivalence that are
responsible for some paradoxical laws of classical logic, such as “false im-
plies everything”, “truth is implied by anything” and “all true sentences are
logically equivalent to each other”.

As a consequence, states Grzegorczyk, we are forced to accept that
among all the logical connectives exactly negation, conjunction, and disjunc-
tion, together with the equimeaning connective (or descriptive equivalence)
expressing the assertion that two descriptions have the same meaning, are
well suited as the primitive concepts of a new logic. As descriptions and
descriptive equivalences among them have became crucial for Grzegorczyk’s
approach, he called his new logical system the Logic of Descriptions, or LD
for short.

The first exposition of Grzegorczyk’s new logic, its philosophical moti-
vations, and assumptions was published in 2011 in [1], where Grzegorczyk
proposed a number of axioms and rules that the equimeaning connective
(descriptive equivalence), should satisfy. He also posed a number of open
problems, in particular whether the new connective is different than the
classical equivalence. This problem was solved in [2] by showing that the
descriptive equivalence connective is essentially different than the classical
one and the logic itself is indeed new. In [2] many other peculiar properties
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of LD were proved. Further results on LD and some of its extensions and
modifications are presented in [3].

In this talk we will present the basics of Grzegorczyk’s logic LD and
then we survey the recent results on LD.
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The notion of independence is closely related to the notion of provability.
A formula « is meant to be independent from a set A of formulae if it is
impossible to prove a from A. A set A is independent if each formula in A
is independent from the set of remaining formulae in A.

Independence is usually investigated in the context of to the set of axioms
of a theory; an independent set of axioms is regarded as clear and elegant,
because it doesn’t contain any dependent axioms (or rules) which, in fact,
are redundant. This notion of logical independence, seen as a formalization
of the notion of simplicity, was one of four pillars of Hilbert’s project. From
the theoretical point of view, looking for independent axiomatizations is
not crucial, however, it has played an important role in the development of
formal logic and universal algebra.

The first formal solution to the problem of independent axiomatization
was given by Tarski, who proved that every countable set of formulae is
independently axiomatizable. But, in general, proving the independence of
a system of axioms is not an easy task. It is usually done by constructing
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appropriate models, as for example in the case of the proof of independency
of the Axiom of Choice, by means of forcing technique, or Lukasiewicz’s
proof of independency of the system of his axioms of three-valued logic, by
means of matrices.

Let us notice that sometimes we consider more general notion of in-
dependence; for example, the Axiom of Choice can neither be proved nor
refuted from ZFC. This is a special case of a general notion of algebraic
independence introduced by Marczewski. In this sense, a set X of elements
of an algebra A is independent if the subalgebra generated by X is free in
the variety generated by A. This notion was thoroughly investigated by
Marczewski, Mycielski, (Ewierczkowski, Glazek and many others.
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In the history of natural deduction (ND) one may distinguish two prob-
lems: when the method was invented and when it started to be practically
applied in textbooks as a tool for teaching logic. Stanistaw Jaskowski was
one of the founders of ND although his work is not as well recognized as the
work of Gerhard Gentzen. However, in the talk we are not going to focus
on his role as the inventor of ND but rather on his priority in the field of
the application of this new approach to logic.

Quine in “Methods of Logic” claims that the first textbook applying
ND is Cooley’s “A Primer of Logic” printed in 1942, then reprinted in 1946.
In fact, Cooley applies a variety of inference rules, however it is doubtful
if there is ND system in his book. Conditional proofs are only briefly de-

282


http://filozof.uni.lodz.pl/~aindrzejczak

Workshops

scribed on few pages but not widely used in the text. Moreover, Cooley did
not apply any devices for separating subproofs and his rule for elimination
of existential quantifier is stated without sufficient restrictions. In Quine’s
“Methods of Logic” from 1950, ND system is correctly defined but also intro-
duced only in three sections as an illustration rather, not as the main proof
system. Quine mentioned also some earlier mimeographed notes of himself
and of Rosser which applied ND but I had no possibility to check them and
in the light of known textbooks of these logicians it is also doubtful. For
example, a well known Rosser”s textbook “Logic for Mathematicians” from
1953 is using axiomatic system and introduces additional ND-like rules only
as a metalogical devices for simplification of axiomatic proofs. Undoubtedly,
the first widely known textbook which consequently applies ND as the way
of doing logic is “Symbolic Logic” of Fitch published in 1952.

However, in 1947, Jaskowski published in mimeographed form his lec-
ture notes “Elements of Mathematical Logic and Methodology of Deductive
Sciences” in Polish. The book consists of 105 pages and is of great impor-
tance since it is perhaps the first logic textbook where natural deduction is
uniformly used as a method for presentation of logic. It is used from the
beginning for proving theorems of logic without any reference to axiomatic
systems. Moreover, it is applied also in proofs of metalogical results and
even truth-functional semantics is introduced via analysis of ND proofs of
selected theses. In the talk I will briefly characterize the main features of
ND introduced in this textbook and make a comparison with his original
version from the paper published in 1934.

Methodological aspects of research on the Ukrainian branch
of the Lvov-Warsaw School

STEPAN IVANYK
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For many years, Kazimierz Twardowski’s philosophical school was con-
sidered as a purely Polish formation. However, in the first part of the 20th
century, Lvov was a multinational and multicultural city. It was, among
others, the biggest center for Ukrainian culture and science. So, the ques-
tion arises whether there exist an Ukrainian branch of the Lvov-Warsaw
School. Recent research gives many evidences for positive answer to this
question. Firstly, there were many Ukrainians among direct and indirect
students of Twardowski. Secondly, some Ukrainians consciously referred to
the results of Twardowski and his school.
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In the paper, I will focus on methodological problems connected with
the procedure of distinguishing a philosophical school or a branch of it.
This methodological approach stems from the definition of the Lvov-Warsaw
School, according to which, he term “T'wardowski’s student” refers to a per-
son related to the founder of the School twofold: institutionally (i.e. through
the relationship with the institutional School’s center, i.e., University of
Lvov, University of Warsaw and Polish Philosophical Association in Lvov)
and ideologically (i.e. through the use of theoretical ideas of the Master in
their own work).

Hence, I will focus on the exhibition of the institutional and ideological
bond between Twardowski and his Ukrainian students.

Polish trends in the logic of questions
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There is no doubt that the Lvov-Warsaw School contributed substan-
tially to the development of logic in the 20th century. As in the case of
many other logical theories, the heritage of the School gave birth to some
vital trends in the logic of questions.

The problems of logical analysis of questions, initiated by Kazimierz
Twardowski, were considered already by Kazimierz Ajdukiewicz [1,2]. But
the systematic reflection and substantial work on the matter (in the 60s
and 70s) was mainly due to Tadeusz Kubinski and Leon Koj. Kubiniski’s
monograph [4] was probably the first in the world such an extensive ac-
count of the logical theory of questions; however, it appeared in Polish,
and the English language monograph [5] was published few years after the
monograph by Belnap and Steel. Finally, Kubiriski and Koj influenced An-
drzej Wisniewski. Inferential Erotetic Logic [8,9] developed by Wisniewski
is nowadays one of the most important paradigms in the field of the logic
of questions (next to the paradigm of inquisitive semantics and epistemic
approaches to questions). There is also a rich semiotic tradition of erotetics
represented today by Jacek Jadacki and Anna Brozek [3].

There are many issues undertaken by the logic of questions conducted
by Polish logicians and philosophers. However, one of the distinguishing
features of the Polish tradition is the focus on the analysis of relations
between questions and/or declaratives. This kind of approach, started by
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Kubinski and extended by Wisniewski, is nowadays used extensively in such
diverse areas as the formal analysis and modelling of erotetic reasoning [9],
analysis of natural language dialogues [7] and proof theory [6].

The aim of my presentation is to bring the listeners closer to this part
of the Polish tradition and its latest achievements.
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Ontology of logic and mathematics in the Lvov-Warsaw School

ROMAN MURAWSKI

FacuLry oF MATHEMATICS AND COMPUTER SCIENCE,
ADAM MICKIEWICZ UNIVERSITY, POZNAN, POLAND
RMUR@QAMU.EDU.PL

The aim of the talk is to present views of representatives of Lvov-Warsaw
School concerning the ontological status of objects of mathematics and of
logic. In particular views of Jan Lukasiewicz, Stanistaw Lesniewski, Alfred
Tarski, Tadeusz Kotarbinski and Kazimierz Ajdukiewicz will be considered.
Additionally views of Andrzej Mostowski (who belonged to the second gen-
eration of the School) as well as of Leon Chwistek (who did not belong
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directly to the School but whose views are interesting) will be presented.
The problem whether those philosophical views did influence the technical
investigations and results will be discussed.

The application of Cz. Lejewski’s Chronology in determining
mereological genidentity

MAREK PORWOLIK
CARDINAL STEFAN WYSZYNSKI UNIVERSITY, WARSAW, POLAND
M.PORWOLIKQUKSW.EDU.PL

Identity of objects that are subject to changes is called genidentity. The
term was introduced to the language of science by Kurt Lewin in 1922 [1],
although the problem of continuity and change has been present in philos-
ophy since its inception. Among the various kinds of genidentity there is
mereological genidentity, which is connected to the part-whole relationship.
The key notion used to describe that kind of genidentity is the notion of
temporal part. It is determined by referring to the notions that describe
the persistence of objects and their mereological relationships [2,3]. The
attempt to describe them using Czestaw Lejewski’s Chronology seems to
be particularly interesting. He built his theory on Stanistaw Lesniewski’s
Mereology [4]. As a young man, Lejewski was a student of Jan Lukasiewicz
and Stanistaw Les$niewski at the University of Warsaw. A number of his
later works were devoted to Lesniewski’s systems. In the views of its au-
thor, Chronology was supposed to serve as a tool for describing temporal
relationships among objects as understood in Lesniewski’s Ontology. It was
supposed to be a general theory of objects as ordered and extended in time.
Lejewski wanted also to construct a theory of objects as distributed and
extended in space, which he named Stereology. Together with Protothetic,
Ontology and Mereology were supposed to constitute a reist’s systematic
presentation of the science of being. Chronology itself, although presented
in 1986, has not been subject to any in-depth analysis yet, not to mention
its application in philosophical investigations. The aim of the present paper
is to discuss the possibility of applying it in the description of temporal
parts and the mereological genidentity of objects.

References

1. K. Lewin, Der Begriff der Genese in Physik, Biologie und Entwicklungs-
geschichte, Springer, Berlin, 1992.

2. D.W. Zimmerman, “Persistence and Presentism”, Philosophical Papers,
vol. 25(2), 1996, pp. 115-126, doi:10.1080/05568649609506542.

286


http://www.filozofia.uksw.edu.pl/node/127
https://doi.org/10.1080/05568649609506542

Workshops

3. T. Sider, Four-Dimensionalism, Clarendon Press, Oxford, 2001.

4. Cz. Lejewski, “Logic, Ontology and Metaphysics”, in Philosophy in
Britain Today, edited by S.G. Shanker & C. Wright, State University
of New York Press, 1986, pp. 171-197.

Lvov-Warsaw School and the Artificial Intelligence
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Many ideas and achievements of he contemporary Artificial Intelligence
have its roots in the achievements of the Polish mathematicians of the War-
saw School and the logicians of the Lvov-Warsaw School. In my talk I would
like to consider some of them.

Jan Lukasiewicz is best known for his concept of multi-valued logic.
Application in Al seems to be the most promising of all the possible ap-
plications of multi-valued logics. This kind of logic form the basis for the
description of vague concepts, which are characteristic of natural language
and non-formal reasoning. A many-valued approach to vague notions and
commonsense reasoning is the method of expert systems, databases and
knowledge-based systems, as well as data and knowledge mining. In the
AT the conception of fuzzy logic and fuzzy sets are used. The conception
of fuzzy sets was developed in the 1960s by Lofti A. Zadeh. He applied
Lukasiewicz’s logic to elements of a set, thereby creating an algebra of fuzzy
sets. A similar solution in connection with the research on expert systems
was worked out in Poland by Z. Pawlak. The theories of fuzzy and rough
sets are applied in artificial intelligence and expert systems. They are used
for the automation of data and knowledge exploration. Jan Lukasiewicz
invented also the parenthesis-free notation known as PN (Polish Notation)
and RPN (Reverse Polish Notation). The idea of the notation which avoids
the use of parentheses appeared in connection with examining formal sys-
tems.

In a contemporary informatics, natural logic is applied first of all in
broadly understood issues relating to artificial intelligence. Jaskowski, in-
dependently from Gentzen, created a system of natural deduction which is
the basis of systems regarding automatic deduction and theorem proving.
From the point of view some of researches Jaskowski’s system is more useful
in computer-assisted proof verification, while Gentzen’s system is better in
computer-assisted proving. Jaskowski also created a system of paraconsis-
tent logic. Such logics are used in Al
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Kazimierz Ajdukiewicz, with his categorial grammar, participated in the
development of formal grammars, the field significant for programming lan-
guages. The first attempts of computer translation from English to Russian
were based upon the notion of syntactic coherence of a sentence introduced
by Ajdukiewicz. These ideas have been developed and used as theoretical
foundation for the first translations.

Alfred Tarski is the most famous member of the Lvov-Warsaw School.
His works were essential to the foundations of Artificial Intelligence. He
created and described a theory of reference and truth value relationships.
Modern computer scientist have related this theory to programming lan-
guages and other specifications for computing.

Helena Rasiowa was deeply interested in computer science and its appli-
cations. Rasiowa initiated intensive investigations on methods of inference
under incomplete information, which she called approximate reasoning. At
present approximation logics are one of the central topics of research in
artificial intelligence.

The Axiom of Choice and the Road Paved by Sierpinski

VALERIE LYNN THERRIEN
WESTERN UNIVERSITY, LONDON, ONTARIO, CANADA
V.LYNN.THERRIEN@QGMAIL.COM

Ernst Zermelo used the disastrous reception to his 1904 Well-Ordering
Proof as a catalyst for serious inquiry into the requirements of a proper for-
mal axiomatic system for set theory. Presented in 1908, Zermelo’s attempt
was without doubt inspired by Hilbert’s 1899 Grundlagen der Geometrie.
Of Hilbert’s deductive system, Zermelo would retain: (i) the use of a do-
main of objects with a primitive relation; (ii) the explicitation of implicit
assumption and transfiguration into