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Psychological aspects of the "'self'* as contributing to commitment in
for-profit organizations

Esther Bahat, PhD., University of Haifa, Israel
Abstract

In the 21st century the world has become a constant changing and turbulent place.
We can reasonably expect greater needs for human resource and less funding to meet
them. This study is offering a kind of leadership that develops commitment to work
organizations not only by calculative factors (satisfaction of needs), but also by
psychological aspects: Moral and self-perception (value realization and self-identity
expression). While the organizational commitment research literature deals a lot with
needs satisfaction as a contributor to organizational commitment there is almost no
theoretical reference to "self-perceptions” and no study examined there contribution. A
quantitative study based on three focus groups, and 15 personal interviews was
conducted. The questions was formulate as open-ended. The data analysis was
according to the "analytical induction™ approach. To date no study has used it in
research organizations. For testing hypotheses the “comparative analysis" technique was
used. Thus, comparison and contrast was made between all the data within the same
focus group, and across all the focus groups as well as interview analysis.

Findings showed fulfilment of needs to be central in its contribution to
organizational commitment, and it is expressed mainly in statements of intention to stay
in the organization. However, satisfaction with values realization and self-identity
expression contribute identification with the organization. Therefore, leaders of
organizations which put emphasis on satisfying their worker's needs but also allow
realizing values and expressing self-identities should extract a commitment from their
members.

Keywords: Leadership, Needs, values, self-identities, organizational commitment

Introduction

The communication and technology in the new millennium has made the world a
smaller and vastly more interconnected place. We are witnessing an increase in
economic activity on a global scale (Aycan & Kanungo, 2001) with less funding or
human resource to meet them. In a world that is facing constant change it is important
for scholars to reflect on how leaders of organizations are developing high levels of
organizational commitment (OC) by their members. Although, the research literature
deals a lot with factors motivating members to activities that contribute to their
organization, most models of OC are calculative and hedonistic (Steers, Porter, &
Bigley, 1996). However, not all the organizational behaviors can be explained on the
basis of rational processes that aim to maximize personal benefits. We are witnessing
actions performed for the benefits of others (person, organization), and/or for the
expression of a person's self-identity. This argument is stated most strongly by Bowles
& Gintis (1986, p. 138): Individuals "participate not merely to meet preexisting needs,
but also to constitute themselves or to reaffirm themselves as persons...". Yet, there is
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almost no theoretical reference, in the organizational literature, to "self-perceptions” and
no study examined their contribution. This absence seems a bit peculiar given that the
social psychology literature has devoted substantial attention to the "self" as a driver of
behavior. The aim of the present study is to identify the process of the self (ie., value
realization and self-identity expression) as contributing to peoples functionality in their
organizations, in addition to satisfaction of needs. A more balanced view would regard
members of organizations not only as hedonistic but also as trying to realize personal
values and striving to express their self-identities.

But what is OC? Although the term OC is widely used, little consensus exists about its
definition (Geoffrey Fiona & Margaret, 2005). In this paper OC is defined by Mowday,
Porter & Steers (1982) as an individual’s connection to an organization, manifested by
three components: (1) "identification™ with the organization - people who identify with
an organization support its goals and objectives; (2) "contribution™ to the organization
according to the requirements of one’s role and beyond the call of duty. The extent of
efforts individuals are willing to invest in the organization affects their role performance
and their ability to promote the organization's goals and objectives; and (3) "staying" in
the organization: a strong desire to maintain membership in the organization as well as
actually staying in the organization (which is in fact one of the main requirements in
order for people to invest their personal resources in achieving the organization's goals
and objectives).

Literature Review and Hypotheses

Needs-Satisfaction

Theories of OC that focus on factors energize and direct behavior toward the
satisfaction of needs is based on the calculative-instrumental approach (For example,
Maslow, 1970, Adams, 1963, Vroom, 1967),. In these models the individual is supposed
to be a rational maximize of personal utility. Hence, as long as the organization provides
rewards to satisfy employees' needs, it achieves its employees' contribution as part of
the job requirements, and their desire to stay at the organization (Taris, Feij & Van
Vianen, 2005; Van Vianen, De Pater & Van Dijk, 2007). In contrast, lack of needs
satisfaction prompts an employee to think about leaving (Lee & Mowday, 1987). Needs
satisfaction is central in its contribution to commitment in business/work organizations.
This is because in such organizations the communication process, between employees
and organizations, is based on exchange relationship. This argument leads to the
following hypotheses:

Hypothesis 1: In a business/work organization needs/abilities and the opportunities
offered for fulfilling or realizing them has a central contribution to the prediction of OC.
Needs-satisfaction will contribute the most to the prediction of the OC component
expressing “staying" in the organization.

Values-realization

However, human behavior is not always calculative but also expresses attitudes and
beliefs (Leviatan, 2003; Shamir et al., 1993). Schwartz (1992) presented the theory of
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"basic human values" and claimed that: "values are (a) concepts or beliefs; (b) pertain to
desirable end states or behaviors; (c) transcend specific situations; (d) guide selection or
evaluation of behavior and events; and (e) are ordered by relative importance and
events" (p.4) Schwartz defined and specified methods for measuring ten potentially
universal motivational types of values: Self-direction, stimulation, hedonism,
achievement, power, security, conformity, tradition, spirituality and benevolence. The
theoretical literature dealt extensively with values as an important contributor to OC
(see for example, Leviatan & Rosner, 2001; Allen & Meier, 1990) Then, it is surprising
that most models of OC did not include values as sources contributing to OC (and focused
primarily on the instrumental sources), and a few studies have been conducted in voluntary
or ideology organizations (Leviatan & Rosner, 2001). In these studies an individual who
identifies with an ideological/voluntary organization representing his values is likely to
contribute a lot to achieve its goals and objectives. Thus,

Hypothesis 2: Values and the potential for their realization by the objectives and goals
the organization strives to accomplish will contribute to the prediction of OC. Values-
realization will contribute the most to the prediction of the OC component expressing
"contribution" in the organization.

Self-identity-its-expression

Self-identity arises from the reflexivity that is vital to human condition (Gecas &
Burke, 1995) and is based on our observations of ourselves and on how others act
toward us. Kelman (2006) argued that people strive to express their self-identities in
groups and organizations to which they belong. Gecas (2000) named the desire to
express one's self as an "authentic” motive. "This is who | am", "this is where | want to
be", and "that's what | want to do" (Waterman et al., 2003).

Usually, opportunities for expression of the self takes place in family/social/community
organizations. This is so because, unlike work organizations, such organizations impose
some (relatively) limitations on role definitions within them. Hence, the more
community-type organizations offer their members opportunities to express themselves,
the more likely they will view their organizational membership as part of their personal
identity (Hogg & Terry, 2000). And, the more a person's self-concept is tied to the
organization the more he identifies with the organization (Van Knippenberg, Van Dick,
& Tavares, 2007). Accordingly, | assume that expression of self-identities will
contribute to attitudes and feelings expressing identification with one's work
organization. Thus, the Hypotheses are:

Hypothesis 3: Self-identity and organizational opportunities to express it will contribute
to the prediction of OC. Self-identity-its-expression will contribute the most to the
prediction of the OC component expressing "identification™ with the work organization.
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Method

Samples and Procedures

This paper goes beyond past work by reporting qualitative findings. To date no study
reported qualitative findings in research organizations. The study was conducted in
Israel. It was based on focus groups and personal interviews. The combination of focus
groups and personal interviews allows to obtaining extensive information that might not
be reached in only one of the methods. The method used was based upon the "analytic
induction” approach. In "analytic induction” researchers develop hypotheses prior to
entry into the field. These hypotheses are revised to fit emerging interpretations of the
data over the course of data collection and analysis to create a broad theoretical
understanding (Robinson, 1951). In order to assure the development of universal
hypotheses, researchers actively seek to examine different cases. Therefore, the sample
in this study was "purposeful sample™ through which it can be learned about the
research topics (Patton, 1970). Namely, the participants were people who work in
formal organizations, and also were active in voluntary organizations and intimate
friends group/extended families. By means, the study explored the attitudes of
participants who were simultaneously active in three types of organizations:
Business/work, ideological/voluntary, family/social/community.

Participant

Focus groups

Three focus group interviews of 17 participants who are over 18 years old. The first,
consisted of eight people belonging to the same extended family, one of the participant
was active in a voluntary organization. The second consisted of five people belonging to
extended families and/or to intimate friend groups, two of them were active in voluntary
organizations. The third focus group represented a formal organization and comprised
four people working in business/work organizations.

Personal interviews

15 personal individual interviews including four men and 11 women, recruited on a
volunteer basis. All the participants are working at permanent or temporal jobs, five of
them (three women and one man) are working as volunteers, and they are all actively in
social/family groups: seven from one extended family; eight members of an intimate
friends groups; and four members of an activity-oriented group (i.e., people who
initially decided to meet in order to engage in a certain activity and, with time, increased
the number of their meetings and broadened the range of their activities, even to their
leisure time, beyond the initial engagement). Interviewees were encouraged not to
answer any questions they did not want to answer, and were assured they could
withdraw without prejudice from the research at any time.

Data collection

Data were collected through open-ended questions. The questions were asked according
to an "interview guide™ (Patton, 1990) prepared in advance. The types of questions were
the same for all the groups in order to maintain consistency in the management
discussion (Krueger & Casey, 2000). | conducted all interviews. The interview process
lasted approximately 60 to 90 minutes with each interviewed individual.
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Analysis

The interviews were tape-recorded, transcribed verbatim, and coded using the
framework of needs/abilities, values and self-identity. For testing hypotheses | have
used the "comparative analysis" technique. Thus, comparison and contrast was made
between all the data within the same focus group, and across all the focus groups as well
as interview analysis.

Findings

As hypothesis, the respondents agreed that the motivation for actions in work
organizations is based mainly on satisfaction of needs. For example, when | asked the
participants: "Describe in one sentence why you are working”, they pointed to
calculative factors: "Because | need the money". The meaning is that the relation
between employee and employer is based on exchange relationship and stems from the
desire to provide benefits. Commitment is manifested mainly by staying in the
organization: "... Because of the economy right now ... | have no intention of leaving."”

Values and the potential for their realization by the objectives and goals the
organization strives to accomplish was found to be contributing to voluntary work
activity but not to paid work, as hypothesis.

The opportunities to express the self were found also as contributing to OC.
However work organizations give opportunities to express personal identities that are
needed by the organization role definition in order to: "Increase the profitability of the
organization". The result of these processes is commitment expressing by identification
with the organization.

Conclusion

The findings obtained indicate that in addition to processes of cost-benefit calculation -
which researchers have commonly focused on in attempts to explain OC - psychological
processes stemming from the aspiration to attain consistency in the self-perception
contribute to work efforts. However, while values-realization contributes to
commitment in voluntary organizations they didn't contribute at work organizations. It
is possible that with the economic crises, in recent years, organizations put too much
emphasis on satisfaction of needs and they neglect the moral aspect. Additional finding
is that while needs and their satisfaction contribute mainly to the intention to stay in the
organization, self-identity-its expression contributes to identification with the
organization.

But what kind of leadership is needed for bringing about the congruence, between the
employee's individual characteristics and the organization's opportunities for realization
of those characteristics? Relevant here is the distinction between: Transactional
leadership and transformational leadership.
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Transactional leadership is a style of leadership in which the leader promotes
compliance of their followers through rewards (payment) (Bass, 1985). Therefore, for
increasing congruence Via the dimension of satisfying employees’ needs and abilities -
transactional leadership is needed. Because it is a transaction process it usually deals
with needs at the lower end of Maslow’s sale.

Transformational leadership has the ability to elicit contribution and identification from
employees through personal characteristics (Bass, 1985). Therefore, transformational
leadership is in-charge of increasing the congruence via the sources of values, and self-
identities, and also for the congruence with higher order needs. To conclude, Business
organizations need leadership that is “transformational”, and cannot be satisfied with
the common “transactional” leadership style
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Nature du marketing en direction des adolescents

Le cas du téléphone portable en Algérie.
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Docteur en marketing international
Faculté des sciences économiques, commerciales et de gestion.

Université de Tlemcen. Algérie
Résumé :

Il semble que le discours sur la jeunesse en Algérie véhicule I’image d’une jeunesse
nombreuse et bouillonnante. L’analyse statistique de cette jeunesse nous conduit a
considérer que cette frange importante de la population algérienne est porteuse de
changements qui peuvent remettre en cause 1’ordre social établi. Cette vision qui
s’inspire des révoltes dans les pays arabes considérent que le bouillonnement de cette
jeunesse est d’ordre matériel (Chomage, logement....). Elle ignore que le probléme
central est d’ordre symbolique (A. Henni, 1990). Certes, nous dit Henni (1990), quand
on n’a pas de travail on accede difficilement aux biens économiques. Mais, comment
expliquer que nos jeunes méme sans travail ont tendance a s’exhiber sous le label de
grandes marques qui envahissent notre quotidien. Comment expliquer que les jeunes
méme ceux issus de bidonvilles sont habillés, chaussés et disposent de téléphones
mobiles de marques reconnues. Nous sommes en présence d’une nouvelle génération
que nous comprenons mal et qui veut se valoriser non par les biens économiques mais
par les biens symboliques. C’est ainsi que cette nouvelle génération construit son statut
dans la société a travers les biens symboliques. Depuis la fin du XXe siécle, la
construction des statuts Sociaux n’est plus liée a la production-consommation-
destruction du bien économique mais, elle est liée a ['usage répété du bien produit.
C’est ainsi que le téléphone mobile par exemple, n’est valorisé que par le statut qu’il
confére a son porteur. Plus, il a des usages multiples (options) et plus il a de la valeur et
plus il valorise celui qui le détient. Connaissant ces enjeux, les producteurs de ces biens
vont investir le champ de cette symbolique valorisante pour attirer les jeunes vers
I’achat. Notre contribution, tente de décrypter 1’utilisation de cette symbolique en
direction de la jeunesse. Nous prendrons comme exemple le téléphone mobile pour
montrer comment les marques attachent le statut social a la détention d’un bien
symbolique.

Mots clés : Adolescent, marketing, consommation, téléphone portable, génération Z.
Introduction:

Les professionnels du marketing voient dans I’étude du consommateur la possibilité
d’exercer un controle sur les acteurs du marché et, par conséquent, la réussite des
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opérations qu’ils mettent en place. Pour y arriver, Il est indispensable de porter un
regard structuré sur le comportement du consommateur. Cela permet de comprendre les
mécanismes a partir desquels le consommateur effectue ses choix et la maniére dont il
est réceptif & la pression marketing. D’aprés Tedlow' le développement du marketing
s’est basé sur ’esprit visionnaire d’entrepreneurs qui ont adopté le changement dans
leurs métiers. Et cela n’a pu se faire sans la compréhension croissante des
consommateurs, de leurs désirs et de leurs diversités en particulier depuis les années
cinquante. Pour Cochoy?, la recherche en comportement du consommateur a gagné son
autonomie par rapport au marketing et peut prétendre se structurer comme une
discipline a part entiére. On trouve des approches trés formelles a travers des modeles
micro-economiques et des méthodes statistiques, et on trouve aussi des approches plus
littéraires®. Quelle que soit la méthode utilisée, ces démarches permettent de mieux
comprendre le consommateur, en s’intéressant au processus d’évaluation et de choix des
marques, aux effets de la publicité, a I’influence de 1’entourage sur I’individu (famille,
groupe,...) et aux caractéristiques qui différencient les consommateurs.

Thorstein Veblen* a souligné I’influence de I’environnement sur nos habitudes et nos
décisions et le fait que la consommation peut devenir un moyen pour tenter de
s’affirmer socialement.

La préoccupation des mouvements consuméristes reste basée sur 1’idée que 1’acheteur
ou le consommateur ne peut disposer de son libre arbitre en raison des pressions qu’il
subit de la part des producteurs ou des distributeurs.® Cette pression se manifeste
essentiellement sous forme de publicité qui, pour les marxistes, est la résultante de la
logique de la production capitaliste, qui pour écouler ses produits, avait besoin d’inciter
les individus a consommer. Ainsi, pour eux, la publicité est une technique de
manipulation, asservie aux intéréts des entrepreneurs. Les facteurs économiques ont
joué, de méme les facteurs technologiques et les médias ont participé au développement
de la publicité. Pour I’annonceur, la publicité a pour but de faire connaitre son «produit
» (au sens large) et d’en créer la demande aupres d’éventuels «consommateurs». Pour
Charaudeau : « La publicité n’existe que dans un certain type de société, la société
moderne, démocratique et de marché ; les sociétés traditionnelles ne connaissant que la
rhétorique et I’art de la représentation ; les sociétés totalitaires, uniquement la
propagande »°.

Dans ce travail, on s’est intéressé par le comportement de I’adolescent, qui passe par
une période de préparation a 1’age adulte au cours de laquelle ont lieu des étapes clés du
développement. En dehors de la maturation physique et sexuelle, il s’agit par exemple
de P’acquisition de 1’indépendance sociale et economique, du développement de

! Tedlow R.S. (1997), « L’audace et le marché, I'invention du marketing aux Etats-Unis », Editions Odile
Jacob, Paris

2 Cochoy F, « Une histoire du marketing, discipliner I'’économie de marché », Editions La Découverte,
Paris 1999

* Denis Darpy, Pierre Volle, « comportement du consommateur, concepts et outils », Dunod, Paris 2003,
p18.

*Thorstein Veblen (1857-1929) économiste et sociologue américain. Il était membre de I'alliance
technique qui donnera naissance au mouvement technocratique.

5Op.cit Richard Ladwein, (2003), «Le comportement du consommateur et de I'acheteur », p7

®p. Charaudeau, « Le discours publicitaire, genre discursif », Revue Mscope Média, no 8, septembre
1994.
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I’identité, de I’acquisition des compétences nécessaires pour remplir son role d’adulte et
¢établir des relations d’adulte, et de la capacité de raisonnement abstrait. Nombreuses
sont les marques qui communiquent efficacement auprés des adolescents grace a des
produits et des campagnes congus specifiquement pour ce public. «Jouant sur les
valeurs chéres aux adolescents 1’amour, la liberté, I’amitié, la loyauté » comme le
précise Karina Oddoux (1999), elles réussissent généralement a séduire ces adolescents
difficiles et exigeants en termes de communication publicitaire. Pour vérifier nos
propos, une ¢étude a ét¢ menée a 1’échelle nationale, en prenant le téléphone mobile
comme produit de consommation.

L’adolescence et la consommation

L’OMS considére que 1’adolescence est la période de croissance et de développement
humain qui se situe entre I’enfance et 1’age adulte, entre les ages de 10 et 19 ans. Elle
représente une période de transition critique dans la vie et se caractérise par un rythme
important de croissance et de changement qui n’est supérieur que pendant la petite
enfance. Les déterminants biologiques de 1’adolescence sont universels, en revanche, la
durée et les caractéristiques de cette période peuvent varier dans le temps, entre cultures
et selon les situations socio-économiques. Elle démarre plus tot dans les régions
tropicales et méditerranéennes (9-11 ans), et plus tard dans les régions nordiques (14-17
ans) tandis que les régions tempérées la connaissent de 11 a 14 ans. Le processus
pubertaire varie encore selon le sexe, d'environ deux ans plus tot chez la fille que chez
le garcon. Enfin, la puberté démarre plus tot en ville qu'a la campagne, probablement
suite aux stimulations plus nombreuses (bruit, stress, par exemple). Les phénomenes
liés a la maturité sexuelle sont de trois ordres: physiques (visibles), psychiques
(mentaux, comportementaux) et physiologiques (organes internes)’.

Pour ces raisons, il est important de connaitre les caractéristiques de la génération Z qui
représente la génération d’appartenance pour les adolescents actuels. Les études dédiées
a cette génération montrent une utilisation trés précoce des outils numériques. Dans une
étude réalisée en 2012 par le CSA, on apprend que les moins de 12 ans sont 71% a
utiliser «freqguemment » ou « de temps en temps » une tablette tactile (type Ipad, Galaxy
Tab). Pour cette méme population, le pourcentage est de 67% concernant les liseuses
(type K{iandle, Kobo, Cybook) et de 55% pour I’ordinateur fixe ou portable connecté a
Internet”.

Dépendants des réseaux sociaux, ils surfent sur plusieurs écrans et sont habitués au
« tout, tout de suite, partout », s’ils trouvent normal de payer trés cher le dernier
smartphone, ils trouvent tout aussi naturel d’obtenir gratuitement d’un clic un film ou
une chanson. lls trouvent dépassés les codes des adultes, notamment ceux sur le genre,
apprécient les marques « rebelles » et s’informent d’abord sur les réseaux sociaux,
constatent des études réalisées en Europe et aux Etats-Unis par plusieurs grands
groupes, comme BNP et Ford Motor, qui essaient de cerner leurs futurs clients. Selon
ces etudes, ces jeunes ages de 13 a 20 ans, se voient comme ouvert d’esprit et innovants,
mais se reconnaissent impatients et tétus. Selon le cabinet américain Sparks and Honey
qui conseille les entreprises sur les évolutions de la société, ils souffrent de « FOMO »

" http://fr.wikipedia.org/wiki/Adolescence
® Etude « Tablette tactile : la nouvelle nounou ? », publiée par le CSA
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Fear Of Missing Out, la peur de rater quelque chose et détestent 1’idée ne plus étre
connectés.

Plut6t que de se contenter de consommer séries et films, ils veulent participer, créer leur
chaine Youtube ou leur vlog (blog vidéo). Ils sont inscrits sur plusieurs réseaux,
facebook, instagram pour les photos, snapchat pour les messages éphémeéres ou encore
twitter ou trumblr. Une écrasante majorité surfe tout en regardant la télévision et pense
que la technologie rend tout possible. Mais leur durée d’attention est bréve, ils scannent
plutdt que de lire, ce qui provoque parfois en classe des réponses superficielles®. Les
enfants de la génération Z ont un cerveau hyperconnecté qu'il est nécessaire d'entrainer
a l'analyse et a la prise de distance avec les informations rencontrées.

Cette génération a grandi avec les jeux vidéo et les téléphones portables, a gagné des
aptitudes cérébrales en termes de vitesse et d'automatisme, au détriment parfois du
raisonnement et de la maitrise de soi, explique le professeur de psychologie Olivier
Houdé. Directeur du Laboratoire de psychologie du développement et de I'éducation de
I'enfant du CNRS-La Sorbonne et auteur du livre «A(Pprendre a résister» (Le Pommier),
il préconise un apprentissage adapté a ces mutations®.

En 2020, la génération Z, autrement appelée les mutants, sera le premier groupe de
consommateurs au monde selon FITCH. Cependant, la génération Z va montrer une
orientation consommateur plus forte et différente de la génération précédente, a cause
de I’age de ses individus pendant la récession économique. Quatre tendances
caractérisent les consommateurs de la génération Z :

L’innovation :

La génération Z a un confort inné avec le monde virtuel. Pour ces consommateurs,
internet a toujours existé. De grands pas se sont effectués en technologie (par exemple :
le teéléphone portable, réseaux sociaux...). Cette génération n’est pas surprise par
I’obsolescence des produits et elle demande toujours « plus, plus petit et une meilleure
qualité » pour les produits technologiques. Plutot que d’étre dépassé par les nouveaux
produits, ces consommateurs ont tendance a considérer I’innovation incessante comme
chose positive. Cette génération de consommateurs a toujours eu plus de choix sur le
marché (que ca soit chez les détaillants, dans les grandes surfaces et a travers ’e-
commerce) par rapport a ses prédécesseurs pour cela elle prend en considération le
design et 1’esthétique comme caractéristiques essentielles dans le choix des produits.
Bien que le fait de dépenser de 1’argent soit discriminant dans plusieurs situations, du
moment ou la technologie et le design apporté par I’innovation font leurs apparition
dans I’une des situations, cette génération va dépenser son argent.

D’aprés Stacy Wood* les consommateurs les plus jeunes connaissent les nouvelles
méthodes de consommation (e-commerce, code bar, etc) qui ont toujours existé pour
eux.

° AFP 2014 Agence France Presse.
% http://www.leparisien.fr/laparisienne/societe/video-generation-z-le-cerveau-des-enfants-du-
numerique-11-02-2015-4524815.php

! Une agence de communication : http://www.fitch.com/
2 professeur de marketing, college de management, NC State University
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Commodités :

Alors que la genération Z est susceptible d'étre unique dans plusieurs aspects, on trouve
le reflet de leur éducation parentale dans I'insistance sur la commodité. Rappelons que
la plupart des membres de la génération Z sont les enfants de la génération X. Les
jeunes d'aujourd'hui ont une dépendance accrue sur la commodité a la fois des attributs
du produit (par exemple , des dispositifs de gagner du temps ou appareils mobiles) ,de la
livraison du produit (par exemple, les chaines de vente au detail qui augmentent la
facilité d' acquisition) , de I'expérience du produit (par exemple, les produits qui sont
faciles a cuisiner, consommable, set-up, etc.) et de la messagerie de produit (par
exemple , des annonces qui sont livrés dans un " juste a temps ", mobile, ou sa forme
abrégée). Il est clair que beaucoup des caractéristiques d'e-commerce qui provoguent
I'incertitude ou l'inquiétude pour les baby-boomers ou pour la génération X (par
exemple, les frais de livraison, I’assistance du consommateur, ...) n’existent pas chez la
génération Z.

La sécurité :

La génération Z, est tres affectée par la croissance dans les périodes économiquement
difficiles. Souvent, de telles périodes créent une dépendance accrue a I'éducation des
familles qui travaillent pour protéger les générations futures grace a la mobilité
ascendante. Il y a souvent un plus grand intérét de I'épargne et les dépenses
conservatrice, mais cela est fortement tributaire des possibilités d'éducation financiere
des parents.

Etant donné une influence parentale différente et le contexte économique actuel, la
génération Z peut étre plus pragmatique et plus orientée vers la rareté. Elle peut se sentir
plus prudente et avisée ou ils dépensent leur argent. Similaire a la génération X, cela
peut entrainer des consommateurs qui sont tres sensibles a la marque, mais pas trés
fidele a cette derniere. Pour certaines personnes de la génération Z , il est probable
d’arriver a des niveaux de vie plus bas que prévu, mais pour d'autres , ¢a peut servir
comme une force de motivation , contribuant ainsi a une plus grande variance
générationnel dans la situation financiére .

L’évasion :

La génération Z est susceptible d'étre un marché important pour les produits qui
répondent a I'évasion. Cela est d0 a plusieurs raisons. Tout d'abord, ce comportement
dans la maison sera probablement reflet de la génération de leurs parents. Génération X
est souvent caractérisé comme une genération tres sujettes a des poursuites de la
consommation d'évasion y compris le divertissement (par exemple, les films, la
musique, la vidéo, les jeux), sports extrémes, Restaurants, et favoriser des " tribus "
sociaux (réseaux d'amis qui prennent la place de lointaine famille). Pour la génération
X, ce fut une réponse aux defis économiques, des responsabilités accrues aux jeunes
ages, et les familles décomposées. Pour la génération Z, I'environnement économique
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est similaire et, méme si la responsabilité accrue n’est pas en mode «enfant a clén®,
rapport de nombreux enfants d'aujourd’hui un plus grand stress et la pression pour
atteindre a un jeune age, un phénomene qui est alimentée par les tendances «parent
d'hélicoptére »™.

Produits symboliques et adolescence :

L’essenticl dans la consommation, est de faire la différence entre la valeur d’usage d’un
produit (fonctionnalité), et la valeur de signe. Tous les produits ont une dimension
symbolique, méme si ’investissement symbolique est tres variable en fonction des
produits et des clients. La dimension symbolique des objets a existé de tout temps et
dans toutes les sociétés, mais son caractere (magique, religieux, de distinction sociale,
de modernité, etc.) varie avec 1’objet concerné. Elle peut étre liée a leurs fonctions bien
que les sémiologues soulignent la relative indépendance entre le signifiant et le signifié,
¢’est-a-dire ici entre I’objet (signifiant) et ce qu’il représente (signifié)™.

Thorstein Veblen'® avait préciser que les produits sont achetés ou consommés parce
qu’ils permettent d’abord de se différencier des autres; c’est ce qu’il appelait la
consommation ostentatoire : est une consommation destinée soit a montrer un statut
social, un mode de vie ou une personnalité, soit a faire croire aux autres que l'on
posséde ce statut social, mode de vie ou personnalité. L’idée sous-jacente est que le
consommateur tend a s’orienter vers des marques ou des produits, dont les
représentations qu’il en a, répondent 4 ses besoins psychosociaux®”.

Un nombre important d’études a été fait en ce qui concerne la relation de ’adolescent
avec I’aspect symbolique du produit. Cette relation a pour but de montrer la
personnalité de cet adolescent au sein de la société (Belk 1988, 2003, Nguyen Chaplin
et Roedder John 2005; Roedder John 2001; Wooten 2006). Ce phénomene touche
essentiellement les produits visibles publiquement et spécialement les vétements
(Ahava et Palojoki 2004; Piacentini et Mailer 2005; Rouen 2002; Wooten 2006).
Drailleurs, les adolescents préferent généralement avoir un vétement avec une marque
précise plutot qu’un beau vétement sans marque (Marcilhacy 2004), et ce afin que le
produit soit accepté par les pairs (Grant et Stephens 2005). Donc les adolescents sont
sous une pression sociale, pour étre accepté par ses pairs, il faut suivre la tendance,
(Belk 1988, 2003; Belk, Bahn et Mayer 1982; Grubb et Grathwohl 1967; Kapferer et
Laurent 1983; Sirgy et Danes 1981; Solomon 1983; Turner Schenk et Holman 1980),
qui véhicule une certaine image de soi (Belk 1988, 2003; Elliott et Wattanasuwan,

B (En anglais, latchkey kid) est un écolier dont les parents travaillent pouvant appartenir a une famille
monoparentale et qui porte la clé de son domicile sur lui pour pouvoir rentrer a la maison apres la
classe.

" Un parent qui « plane » au-dessus de son enfant pour le diriger vers le « meilleur » avenir qui soit, ou
encore qui vole a son secours dés qu'un probléme se présente. Ces parents « sont trés engagés dans la
vie scolaire, tres prés de leurs enfants et d'excellents conseillers pour les aider a traverser les diverses
phases de la vie

> Lendrevie Jacques, Lévy Julien, « Mercator, tout le marketing a I’ére numérique », 11°%me édition,
Dunod, 2014, p193.

®Thorstein Veblen (1857 - 1929) économiste et sociologue américain. Il était membre de I'Alliance
technique fondée en 1918-19 par Howard Scott, qui donna naissance au mouvement technocratique.
7 Chebat Jean-charles, Pierre Filiatrault, Michel Laroche, «Le comportement du consommateur». Ed.
Gaétan Morin, 3éme Ed, 2004.
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1988; Grubb et Grathwohl 1967; Kapferer et Laurent 1983; Piacentini et Mailer 2005 ;
Wattanasuwan et Elliott 1999).

La publicité et ses modéles:

L’objectif de la publicité est de favoriser la transmission d’une information
commerciale motivante sur I’offre proposée afin de convaincre le client que cette offre
répond exactement a ses besoins. Sa fonction fondamentale est donc d’informer, de
porter quelque chose de motivant a la connaissance d’un public afin de modifier sa
structure mentale et ses attitudes envers 1’offre, ce que 1’étymologie du terme explique
et ce que "histoire peut justifier'.

Dans ce contexte, on peut trouver plusieurs modeéles publicitaires. Chaque modéle
représente un type d’argumentation différent, reposant sur [’appréhension du
consommateur, de son acte d’achat et la maniére dont la rhétorique publicitaire peut
I’influencer.

La publicité informative :

Elle considére le consommateur comme un homo economicus, rationnel, qui agit avec
raison et calcule pour satisfaire ses besoins. C’est un mode de publicité par lequel on
cherche a informer le consommateur sur les qualités intrinséques du produit, elle
s’appuie sur un discours rationnel montrant que les qualités et caractéristiques du
produit répondent effectivement aux besoins du consommateur.

La publicité mécaniste :

Elle a comme référence la psychologie des réflexes conditionnés de Pavlov et le
behaviorisme. Son but est de manipuler les consciences, par la répétition des slogans.
C’est une publicit¢ qui cherche a produire chez le consommateur une réaction
automatique en partie inconsciente lorsqu’il se trouve confronté¢ au besoin. Il peut
¢galement s’agir de provoquer un achat d’impulsion qui ne correspond pas forcément a
un réel besoin.

Les publicités mécanistes jouent beaucoup sur la répétition et la simplicité du message
et utilisent souvent des slogans ou jingles entétants. On parle souvent de matraquage
publicitaire.

La publiciteé suggestive :

Elle s’appuie sur la psychologie motivationniste, joue sur la connotation et I’image car
elle considere le consommateur comme un étre de désirs. C’est une publicité qui ne
cherche pas directement a montrer la qualité ou les performances d’un produit, mais a
influencer 1’inconscient du consommateur par le biais d’une suggestion plus ou moins
directe. La publicité suggestive s’appuie sur une approche psychologique et sur les
mécanismes freudiens. Elle s’appuie notamment sur les pouvoirs d’évocation des
images.

La publicité intégrative :

'8 Caumont Daniel, « la publicité », 3 éme édition, DUNOD, 2012, p 12
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Ou projective, elle prend en compte les théories psychosociologiques, qui projette le
consommateur dans une image de soi pour le différencier des autres. Elle consiste a
associer le produit ou la marque a un groupe social auquel le consommateur souhaite
plus ou moins consciemment étre associé ou appartenir. La publicité intégrative va
souvent montrer des sceénes d’utilisation ou de consommation du produit par le groupe
social ou par un individu montrant les signes d’appartenance a ce groupelg.

La publicité relationniste :

Elle a comme base, les études de 1’école de Palo Alto et les travaux de Paul Watlawick
en particulier. Elle joue sur I’humour pour créer une certaine complicité, sur
I’interactivité par les nouveaux médias, « pour transformer le rapport marchand en
conversation » ou encore sur la responsabilité sociale de 1’entreprise. Le consommateur
considére qu’il acheéte un produit pour ses signes identitaires mais en méme temps pour
ses valeurs sociales, morales, humanitaires, c’est-a-dire son respect des droits de
I’homme, de la femme, des enfants, des travailleurs, pour son souci écologique,
biologique, pour son civisme,...

Ces modeles de communication et d’argumentation se sont succédé dans le temps, sans
pour autant se substituer. Ce qui permet de voir que la publicité est évanescente dans ses
formes et ses modeles, qu’elle est plurielle et polyvalente dans ses supports, saisonnicre
et éphémére dans la diffusion de ces annonces®.

Application sur ’adolescent algérien :

La population adolescente est une frange qui représente une partie importante, pour ne
pas dire la partie écrasante de la population Algérienne. D’apres le dernier recensement
de I’office national des statistiques, 1’Algérie compte 40,4 Millions d’habitants au ler
Janvier 2016. Par contre la derniere répartition de la population par age et sexe a été
faite en 2014 comme le montre le tableau suivant :

Tableau 1 : Répartition de la population par age et sexe (au 01/07/2014)*

Groupe Masculin Féminin Ensemble |Pourcentage
d’ages
00-04 ans 2326749 2203165 4529914 11,58%
05-09 ans 1868022 1760304 3628326 9,28%
10-14 ans 1510337 1441684 2952021 7,55%
15-19 ans 1639433 1572842 3212275 8,21% 15,76%
20-24 ans 1841565 1779049 3620614 9,26%
25-29ans 1920537 1892077 3812614 9,75%

Y http://www.definitions-marketing.com

%% sacriste Valérie , « Communication publicitaire et consommation d'objet dans la société moderne »,
Cahiers internationaux de sociologie, 2002/1 n° 112, p. 123-150.

! Structure et population issues des projections de la population établies a cet effet
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30-34 ans 1796722 1762621 3559343 9,10%
35-39 ans 1452308 1431951 2884259 7,37%
40-44 ans 1205776 1213444 2419220 6,19%
45-49 ans 1040225 1048328 2088552 5,34%
50-54 ans 846528 847812 1694340 4,33%
55-59 ans 693870 685118 1378988 3,53%
60-64 ans 559232 535293 1094525 2,80%
65-69 ans 359208 363695 722904 1,85%
70-74 ans 285688 296601 582289 1,49%
75-79 ans 217044 231963 449007 1,15%
80-84 ans 143881 151507 295388 0,76%
85 ans &+ 94038 95658 189696 0,48%

TOTAL 19801164 | 19313112| 39114276 100,00%

Source : http://www.ons.dz/-Demographie-.html

On remarque que le pourcentage des adolescents algériens entre 10 et 19 ans dépasse les
15%. 1l représente un marché potentiel essentiel pour les entreprises. Cette population
d’adolescents est vulnérable au regard des conditions socioculturelles dans lesquelles
elle évolue. La question de I'adolescence dans notre pays est intimement liée aux
données socioculturelles et surtout aux transformations structurelles massives qui font
de I'Algérie d'aujourd’hui un pays en transition a tous les égards. Ces transformations,
plus ou moins diffuses, ont introduit la reformulation de la structure familiale? et des
modeles relationnels qui s'y déploient. Ce qui fait la différence entre cette adolescence
et celle du reste du monde.

Le marché du mobile en Algérie :

Le marché de la téléphonie mobile représente un secteur en plein extension. Un
rapport? effectué par I’ Autorité de Régulation de la Poste et des Télécommunications a
mentionné que le parc global de la téléphonie mobile a enregistré une evolution de 3,65
millions abonnés au cours de I’année 2016, réalisant un taux de croissance de 8,41% par
rapport a I’année précédente.

Echantillon d’étude :

* Robert DESCLOITRES et Laid DEBZI, « SYSTEME DE PARENTE ET STRUCTURES FAMILIALES EN
ALGERIE », Centre Africain des Sciences Humaines Appliquées Aix-en-Provence.
2 ARPT, « observatoire du marché de la téléphonie mobile en Algérie, année 2016 ».
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Notre étude de cas est basée sur un questionnaire qui a était distribué a 816 adolescents
(entre 10 et 20 ans) étendue sur une grande partie du territoire national. 708
questionnaires ont été rendus parmi eux 649 sont valables. Les adolescents ont répondu
librement et dans I’anonymat. 22 ont été ¢liminés pour incohérence des réponses, et 17
étaient incomplets. Les questionnaires ont été distribués dans des CEM, des lycées, des
centres de formations et en dehors de ces établissements dans un cadre familial et
amical.

Apres la collecte des données et I’analyse, les résultats sont comme suite :

Figure 1 : Les différentes composantes de I'échantillon enquété

80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00% - T T
10-14 ans 15-20ans

M Sexe masculin

W Sexe Féminin

On a choisi d’avoir deux tranches d’age : les 10-14 ans et les 15-20 ans et ceci pour
tenir compte des différents comportements entre ces tranches d’age. Notre enquéte est
constitué¢ de 21,04% d’adolescents entre 10 et 14 ans ; 11,18% filles et 9,87% garcons.
Et de 78,95% d’adolescents entre 15 et 20 ans ; 50,94% filles et 28,01% gargons.
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Figure 2 : Professions des adolescents algériens de I’enquéte
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L’enquéte est constitué de 46,93% d’¢leves, 49,85% d’étudiants et de 3,22% autres.

On remarque que les 10 — 14 ans sont principalement éléves, avec 100% de pourcentage
pour les filles et 98,39% pour les garcons. Pour les 15 - 20 ans, le pourcentage est assez

important pour les deux sexes, les éleves représentent 27,98% filles et 44,34% garcons.

Figure 3: Pourcentage des adolescents algériens ayant un salaire

24

Les étudiants représentent 69,05% filles et 50,26% garcons, qui nous laisse le faible

pourcentage de 2,97% pour les filles et 5,4% pour les garcons qui exercent autres
choses dans la vie que la scolarisation.

On remarque que les adolescents algériens de notre enquéte sont scolarisés, (soit des
¢leves, soit des étudiants), et qu’il y a un tres faible pourcentage d’adolescents qui font

autres choses, en sachant que parmi les réponses obtenues, il y avait des adolescents qui
travaillent et étudient en méme temps.
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D’aprés I’histogramme les 10 — 14 ans sont sans salaire, donc point de vue
consommation, c’est des personnes qui n’ont pas le pouvoir de payer ce qu’ils achétent ;
mais ils sont dépendants des parents et de la famille en général.

Figure 4 : Représentation graphique des adolescents ayant un téléphone portable :
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On remarque dans le segment des 10-14 ans une nette différence entre les filles et les
garcons. 52,8% des filles ont un téléphone portable contre 47,2% qui n’en ont pas. Par
contre chez les garcons, la majorité ont un téléphone portable avec un pourcentage de
80,34% contre seulement 19,66% qui n’en ont pas. Donc les garcons sont les
consommateurs potentiels les plus présents pour les 10 — 14 ans. Cependant pour les 15
— 20 ans, on ne ressent pas ce décalage entre les deux sexes, vu que les adolescents de
notre étude (les 15-20 ans toujours) ont un téléphone portable avec des pourcentages de
92,24% pour les filles et 95,68% pour les gar¢ons. Mais on peut remarquer quand méme
que les gargons devancent les filles toujours.
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Figure 5 : Nombre de téléphone acquit par I’adolescent algérien de 1’étude
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Les adolescents entre 10 et 14 ans ont déja acquit leur premier téléphone portable, ce
qui peut étre considéré comme logique pour la génération Z, mais la remarque c’est que

les adolescentes

entre 15 et 20 ans qui ont déja plus de 3 téléphones dans leur

historique de consommation représentent un pourcentage élevé surtout chez les gargons.

Figure 6 : Raisons du changement du téléphone portable pour notre échantillon d’étude
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On remarque que pour les filles de 10- 14 ans, le changement était obligatoire, vu que le
téléphone ne marchait plus avec un pourcentage de 46,73%, et méme pour les filles des
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15-20 ans, on voit clairement que le pourcentage est assez élevé pour la méme raison
(27,95%). Par contre on voit que 1’envie du changement prend le dessus chez les plus
agées avec le pourcentage de 34,93%.

Chez les garcons, on a une autre approche, les 10-14 ans changent de téléphone car un
nouveau modele apparait avec un pourcentage de 36,68%, ou tout simplement suite a
une envie de changement avec un pourcentage de 30,02%. Pour les 15-20 ans, 1’envie
de changement devance le reste mais on trouve qu’il n’ya pas une raison qui apparait
détachée des autres, avec des pourcentages rapprochés (20,45% pour marre du
téléphone et ne marche plus, et 27,27% pour ’apparition d’un nouveau modele). Et
reste 1’unique raison qui n’a pas vraiment d’existence, d’apreés les réponses de
I’échantillon de 1’étude : I’influence externe avec le pourcentage le plus élevé de 3,39%
chez les 10-14 ans masculins. Donc les adolescents algériens changent de téléphone
portable non pas par nécessité mais juste par envie.

Figure 7 : Présentation du téléphone portable chez les adolescents de 1’étude.

M Oui

H Non

Les adolescents de I’échantillon de 1’étude répondent qu’ils ne font pas en sorte que leur
téléphone portable reste en vue avec un pourcentage de 79%, contre 21% seulement qui
disent qu’ils font en sorte de montrer leur téléphone portable.
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Figure 8 : Utilisation du téléphone portable chez 1’échantillon étudié
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Les adolescents algériens de notre étude utilisent le téléphone en premier lieu pour
passer des appels sauf pour les 10-14 ans masculins, qui eux navigue sur le web avec un
pourcentage de 38,08%. L’autre point commun, les SMS viennent en derniére position
pour les 4 sous segments.

Dans 1’ensemble les 4 fonctions sont classées comme suite :

Passer les appels : 36,32%
Naviguer sur le web : 29,74%
Chater : 18,88%

Envoyer des SMS : 15,06%

Figure 9 : Association du prix et de la marque du téléphone portable avec le

prestige personnel chez I’échantillon étudié
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B marque

La marque avec 53% est majoritairement représentative d’un prestige chez
I’échantillon étudié. Sans négliger les 47% qui pensent que le prix du téléphone
refléte un prestige pour eux.

Figure 10 : L’influence externe lors du choix du téléphone portable
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Figure 11 : Les sources d’influences externes lors du choix du téléphone

portable

29



Canadian International Journal of Social Science and Education
Volume 13

H Famille
B Amis

Célébrité

On remarque que les 10-14 ans répondent ne pas étre influencé par leur
entourage dans le choix du téléphone portable avec des pourcentages qui
dépassent les 50%. Et pour ceux qui ont répondu par I’affirmatif, I’influence
vient de la famille en premier lieu, puis les amis et enfin les célébrités. Le méme
résultat apparait chez les 15-20 ans féminins, mais la différence chez les
masculins est I’influence quand elle est présente, elle vient en premier lieu des
amis ensuite la famille, et les célébrités ont un faible pourcentage.

Le pourcentage des adolescents de I’étude qui sont influencés par leur entourage
externe est de 36,81%. 49% de cette influence vient de la famille, 43% les amis

et le reste les célébrités.
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Figure 12 : Classement de I’échantillon étudié des caractéristiques du téléphone

portable par ordre d’importance.
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D’apres les réponses de nos adolescents, les caractéristiques sont classées comme

suite :

Digne de confiance
Derniére technologie
Economie en énergie
Amusant
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Recyclable

Figure 13 : Pourcentage de I’échantillon étudié influencé par la publicité
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64% de 1’échantillon n’ont pas été influencé par la publicité, qu’elle soit véhiculée par

les TIC ou par les supports classique comme la radio ou le journal.

Figure 14 : Les supports les plus pertinents de la publicité pour I’échantillon étudié.
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Il est clair que la télévision et internet représentent le support le plus important pour une
publicité qui touche les adolescents algériens de 1’é¢tude, avec le pourcentage de 93%,

contre 5% pour le journal et seulement 2% pour la radio.

Figure 15 : Les sources d’influence a travers la télévision et internet.
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La facon la plus performante pour influencer 1’échantillon étudié est le spot publicitaire
avec un pourcentage de 83%. Ensuite on trouve les célébrités qui présentent le produit a
leurs fans avec un pourcentage de 10%. Vient a la fin les films qui peuvent donner une

certaine image de la personne qui posséde ce produit (le téléphone portable bien sur).

Figure 16 : Ce qui attire dans le spot publicitaire
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76% des adolescents algériens de I’étude sont attirés par les caractéristiques du
téléphone portable dans les publicités. Seulement 11% disent que la musique était
I’élément capteur d’attention dans la publicité et 8% parlent de la personne (ou des

personnes) présente dans le spot.

Conclusion :
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Pour conclure, le téléphone portable est devenu le produit incontournable pour les
adolescents algériens d’aujourd’hui. Néanmoins, il n’est plus considéré comme produit
symbolique. Ce qui refléte le prestige est essentiellement la marque du téléphone. Le
fait que nos adolescents n’ont pas de source d’argent personnelle, qui leur permet de se
procurer un smartphone, ne les empéche pas d’en avoir ou de le changer assez
régulierement pour obtenir le dernier modeéle sur le marché.

Les adolescents algériens ne sont pas influencés par leur environnement. On peut
diviser cet environnement en deux partie: [D’environnement publicitaire et
I’environnement proche : famille et amis. Mais dans le cas contraire, pour ceux qui sont
influencés, la source la plus importante reste la famille puis les amis. Ce qui explique la
recherche de la valorisation de I’adolescent algérien au sein de son environnement
proche a travers le produit consommé. Cependant, les publicitaires jouent sur
I’inconscient de leur cible pour les influencer en se basant sur les neurosciences ; ce
qu’on appelle le neuromarketing. Donc il se peut que la cible soit influencée mais elle
ne le ressent pas. Surtout qu’on est chez 1’adolescent; une cible a la fois trés sensible a
I’influence environnementale et qui veut montrer sa force de personnalité.

Cette étude confirme aussi que les meilleurs moyens publicitaires pour atteindre
’adolescent algérien restent la télévision et internet a travers les spots publicitaires qui
permettent de présenter les caractéristiques du produit, ce qui compte le plus pour cette
cible.
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ABSTRACT

Mixed income housing models and inclusionary housing policy are among the leading
solutions used internationally to foster inclusion and achieve restructuring. The focus of
this research is on Mixed Income Housing (MIH) developments as an alternative to the
mass Reconstruction and Development Progamme (RDP) roll out. The myths and facts
on the benefits of mixed income housing developments are debated in literature. The
benefits (or perceived benefits) of mixed developments include a positive social impact
and addressing the culture of poverty, a concept that states a concentration of poor
households further enable negative behaviour such as drug abuse and joblessness.

The benefits and myths have yet to prove that in the South African context.

Low income housing and mixed income housing projects are argued to impact the
surrounding property values. The study analysed the impact of the Mixed Income
Housing (MIH) development in Cosmo City, located in the City of Johannesburg, on the
surrounding single stand residential property values seen through the purchase prices
of houses in the market. The study uses hedonic modelling to carry out the analysis.
Three (3) variables are included in the model, purchase price as the dependent
variable and the two (2) independent variables; municipal assessed values and

distance from the MIH.

The main variable of interest is the Distance from the MIH, as it gives indication of
whether properties closer to Cosmo City actually has lower property prices (i.e. the
purchase price) than those located farther away. This variable was found to be
statistically significant with the expected positive sign, thus confirming that the farther a

property is located from the MIH the higher the purchase price.
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The remaining independent variable, Municipal Assessed Value, is also found to be
statistically significant. However, when outliers were excluded this variable became
statistically insignificant. The model has a strong predictive power. For every 1 unit
increase of the Municipal Assessed Value (X1) the purchase price increases by
0.00001398% (i.e. 0.0000001398 *100); and for every 1 unit increase of Distance from
MIH the purchase price increases by 0.1% (i.e. 0.001 * 100).

BACKGROUND

There continues to be the same type of housing development occurring in South Africa:
a mass roll-out of the freestanding RDP houses, Breaking New Ground (BNG) houses,
and low-income bond houses (mortgage properties) on the periphery of cities (Socio-
Economic Rights Institute of South Africa, 2013). The continuation of the roll out
despite all captured findings of the negative impacts begs for an investigation into the
alternatives. Mixed income housing models and inclusionary housing policy are among
the leading solutions used internationally to foster inclusion and achieve restructuring
(Huang 2015; Tajani and Morano (2015); Klug et al, 2013; (Onatu, 2010). The focus of
this research is on mixed income housing developments as an alternative to the mass
RDP roll out.

RDP housing is a subsidy programme that has provided the poor with housing but
excluding them from the solution and implementation processes. Bradlow, Bolnick and
Shearing (2011) highlights that the subsidy has been rather lucrative to private
developers who are the responsible parties in constructing this housing with very little
accountability, risk and reduction of the housing. The serviced top structure has been
criticised for its poor quality and size; and spatial development, where houses are far

removed from social and economic services (Bradlow et al., 2011).

Mixed income housing has been defined in literature in various ways. It is defined in
terms of tenure, density and household earnings but also the mix of social groups and
land uses (Landman, 2012). The scale at which the mixed income development occurs
is recognized as being varied. In context of the study the mixed income housing
development to be analysed must also display medium to high density, a mix of
households in different income bands- with the presence of low income earners being
mandatory; and ownership and rental options are provided for. Low income earners are
the priority in the delivery of Social Housing. By definition Social Housing is defined as

housing for low income earners/households with an income of not more than R7 500
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(Tissington, 2011). Sale (2013) highlights the income classifications and the respective
subsidy types that exist within Social Housing; this is shown in Table 1 below.

Classification Income Subsidy
Middle-income R3 500 — R7 500 Rental
Low-income R1 500 — R3 500 Rental and partly

subsidised ownership

Poor <R1 500 Fully subsidised ownership

Destitute 0 Fully subsidised ownership

Table 1: Income classification and subsidy type

The introduction of low income housing and/or mixed income housing developments
across the globe and in literature has cited experiencing “Not-In-My-Back-Yard
(NIMBY)” resistance from local residents. The attitudes and perceptions of residents
have been negative claiming that property values will decline as a result of the
introduction of mixed income housing (or any housing that facilitates the introduction on
low income households) (Scally and Tighe, 2015; Scally, 2013; Onatu, 2010; Tighe,
2010). The perception is that mixed income housing developments result in
concentrations of multiple families on a single stand which is expected to negatively
impact the property values of the single family occupied stand (Myerson, 2003).
However, results in U.S.A cities such as Boston, and Chinese cities found that property
values did not decline (Pollakowski, Ritchay and Weinrobe, 2009; Nguyen, 2005).
Other international studies found there to be a reduction while others reported an
improvement (Sales, 2013). These results may point to the notion that the correlation

has to be proved or disproved on a case by case basis.

Within the South African context, a study was conducted in Port Elizabeth regarding
the impact of low cost housing on surrounding property values proved that the low-cost
housing development negatively impacted on the surrounding properties values (Sale,
2013). However the case study has different variables, namely it is a low cost housing

development- not a mixed income housing development. The claims of property loss as
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a result of mixed income housing has not been proved as true nor disproved as false in
South Africa, and particularly the City of Johannesburg. Another paper written in the
South African context is by Onatu (2010), where an investigation was conducted on a
mixed income housing development; however the objective relates to racial and social
integration- proving the wealthy and poor can thrive and interact in the same
environment. This paper investigates the effects of mixed income housing
developments on the property values of surrounding properties- responding to the
guestion do mixed income housing developments result in negative price impacts on

nearby homes? To which no research has not been cited.

Literature argues that mixed income housing may be more effective than inclusionary
housing in achieving restructuring and inclusion (Huang, 2015; Klug et al., 2013).
Mixed income housing in the UK has been the basis from which countries, including the
USA, Canada, New Zealand and South Africa have developed policy and strategy
(Landman, 2012). The Breaking New Ground (2004) housing policy highlights the
importance of mixed developments in South Africa in restructuring cities and
neighbourhoods (Landman, 2012). This is indicative of government’s consideration of

mixed income housing being a viable means for building inclusive neighbourhoods.

A number of mixed income housing have been developed since then with the
introduction of the Breaking New Ground (BNG) policy in 2005, including Lufhereng in
Johannesburg completed 2010 boosting 24 100 units; Thorntree View in Soshanguve,
Pretoria with 11 700 units; Cosmo City, Lehae mixed income housing development
project, Fleurhof mixed income housing and Pennyville mixed income in JHB with
14 800, 5344, 9000 and 3200 respectively (Gauteng Partnership Fund, 2012).
Contributing to the debate of mixed income housing developments negatively
impacting surrounding properties becomes imperative as more and more mixed income

housing developments are developed and planned for by municipalities.

LITERATURE REVIEW

Studies on mixed income housing developments are limited in South Africa. Globally,
studies have covered investigating the effects on surrounding property values, the
nature and role of NIMBY attitudes, the perceived and proved benefits of MIH
developments as well as Public Private Partnerships in implementation of MIH
developments. However, these have not been investigated in South Africa in particular

reference to MIH developments.
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A more recent South African study was completed by Sale (2013) in analysing impact
of social housing on residential property values in the Nelson Mandela Bay area and
found a negative impact on the surrounding residential properties. Sale has completed
similar studies were applying case study, discrete choice analysis and spatial hedonic
modelling was used in the investigation. Overall, studies on the impact of mixed income
housing developments on property values could not be located during this research

study.

The South African government’s consideration of mixed income housing in housing
policy such as Breaking New Ground (i.e. national level) is not entrenched and
regulated as compared to other countries such as Indonesia with its Lingkungan
Hunian Berimbang — LHB ratio and a number of the first world countries in Europe and

North America.

In Europe particularly France, mixed income housing developments and/or the
development of social housing in areas not synonymous with poverty (i.e. middle to
upper income neighbourhoods) is being incentivised and encouraged by urban
government to tackle the segregation of cities (Korsu, 2015). The development of the
federal Housing Opportunities for People Everywhere (HOPE 1V) Program in the United
States has the aim of redeveloping, through the demolition and reconstruction or
refurbishment, dilapidated public housing buildings into mixed income housing
developments (Lucio, Hand and Marsiglia; 2014). HOPE IV has become a housing
policy tool in the United States and was established in 1992 becoming one of the
pivotal strategies in changing public housing (Lucio et al; 2014, Popkin, Rich, Hendey,
Hayes, Parilla and Galster; 2012).

Globally, the impact of Mixed Income Housing (MIH) on surrounding property values
has been covered in literature, together with the negative attitudes of communities with
the introduction of low income households into neighbourhoods, the importance of
achieving a mix (that includes low income households) and profit is not compromised,
the role of partnerships between private and public sector and the overall benefits of

mixed income housing developments.

Determinants of Property Values

There has been no positive correlation that surrounding property values are negatively

affected by the presence or development of affordable housing for low income earners
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(Nguyen, 2005). Factors such as the fit of the development within the neighbourhood,
design of the development and units, the extent of the concentration of the affordable
housing and management to a greater extent influence the property values (Nguyen,
2005). In a study of low income housing placed in high amenity areas; this type of
housing reduced the value of the land; however the value of the surrounding land was
not investigated (Thorsnes, Alexander and Kidson, 2015). The opposite is found with
Sale (2013), surrounding property values declined as a result of the development of
low cost housing. The locations of the case studies vary indicating each case is

different.

In researching Integrated Housing and the possibility for a subsidised house to gain
significant value so much so that households can benefit from this increased value
Ruiter (2009) gave significant attention to Mixed Income Housing. Studies in cities of
the USA analysing impact of property values surrounding mixed-income developments
found that property values either increased or remained unaffected (Ruiter, 2009).
These have not been engaged with in South Africa.

NIMBY attitudes and Social Housing

The perception by residents of declining property prices as a result of mixed income
housing developments has led to “Not-In-My-Backyard” (NIMBY) attitudes opposing
these types of developments in numerous countries. There is great concern not
addressed in literature regarding understanding who is the opposition and what informs
those attitudes (Scally and Tighe, 2015).

The democratic process within planning such as public participation has given
significant amount of decision making power to residents (Tighe, 2010). The
perceptions, public opinion or personal bias of residents have caused this opposition
(Scally, 2013; Tighe, 2010). However, these can positively be managed in the
development process through sharing and disseminating accurate data and
appropriate information relating to the development i.e. marketing, education and
negotiation (Scally and Tighe, 2015; Scally, 2013; Onatu, 2010; Tighe, 2010).

Mixing incomes and policy

Profit orientated developments tend to be concentrated in areas where profit can be
achieved, which further increases the value of land in those areas due to increased

investment attracted. Social mix (a mix of different income groups and tenures) is a
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challenge in these conditions and therefore subsidies for low income housing is a tool
to be used in policy for these areas (Dohnke, Heinrichs, Kabisch, Krellenberg and
Welz, 2015). Policy (and the involvement) at both national and local level is key in the
successful implementation of mixed income housing (Myerson, 2003).

Benefits of mixed income housing

The myths and facts on the benefits of mixed income housing developments are
debated in literature. The benefits (or perceived benefits) of mixed developments
include a positive social impact and addressing the culture of poverty, a concept that
states a concentration of poor households further enable negative behaviour such as
drug abuse and joblessness (Landman, 2012; Brophy and Smith, 1997). The benefits
have yet to prove that in the South African context it is preferred and unfortunately this

can only be found over a period of time (Landman, 2012).

In another school of thought, the benefits of mixed income housing are claimed to have
not actualised and instead causes displacement due to escalation of rental and sale
prices and seems to further benefit those already in a position of privilege (Levy et al.,
2013; Hyra, 2013; Myerson, 2003).

The Council for Science and Industrial Research (CSIR) over a two year period
investigated the benefits of medium density mixed income housing developments using
case studies. The findings indicate developers and investors realise the financial gain
in MIH’s and are willing to engage in these developments, households have the
willingness to move into these developments to be closer to economic and social
opportunities, and there is great regeneration potential to the benefit of the poor and

creating safer inclusive neighbourhoods (Osman and Herthogs; 2010).

RESEARCH METHODOLOGY

The overall procedure for the study is anchored around identifying an MIH, selecting

the surrounding properties for analysis and developing a hedonic model.

Identification of a Mixed Income Housing (MIH) development and Impact Area

For this study the selected mixed income housing development is considered compliant

with this criteria:
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e Mix of housing types or have higher densities than the surrounding
neighbourhood

e Located in close proximity to single-family homes/neighbourhoods

¢ Recently built (addressing concerns of the availability of data)

e Small in scale (within less than 1 km around the development should be other

properties)

From the criteria above, Cosmo City is selected and is located to the north west of the
Johannesburg Central Business District (CDB). Once the MIH is determined the impact
area (which is the surrounding properties to be assessed of the selected MIH) is
selected. The impact area is smoothed by physical barriers, zonings, road networks,
political boundaries and other specific characteristics of the study (Sturtevant and
McClain, 2010; Pollakowski et al., 2005). The chosen properties, a sample of 103,
comply with one or more of the following criteria:

e Adjoining property to the site

e Visibility to the development site

¢ Adjacent to open space elements

e Adjoining property to the road network of primary and secondary streets that

extend out from the site

Once the properties are selected, hedonic modelling is used to determine the

relationship between the characteristics of the property and its transaction value.

Hedonic modelling

The employment of hedonic modelling in a mixed income housing project has not been
tested and improved in South Africa. Hedonic modelling seeks to determine the
relationship between the characteristics of the property and its transaction value. The
municipal assessed value acts as a proxy for those characteristics which isn’t

necessarily the best choice for the model.

Three models are considered for the research based upon a recent study. Sale (2013)
explored three models in investigating the impact on property values due to the
presence of social housing in the Nelson Mandela Metropolitan Municipality, South

Africa. All models tested for multicollinearity and heteroscedasticity.
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Model 1 made use of three variables: actual sale, municipal value and distance of the
property from the social housing development. Models 2 and 3 make use of twelve (12)
variables. Model 2 has the municipal value as the dependent variable and eleven of the
various housing characteristics (such as number of bedrooms, number of bathrooms,
age of house and size of erf) as the independent variables. Model 3 has the actual
price sale as the dependent variable and the eleven independent variables as those of
Model 2.

The independent variables for Models 2 (A Hedonic Price Model with Housing
Characteristics) and Model 3 (The use of Actual Sales Prices as the Dependent
Variable and Housing Characteristics as the Independent Variable) are the individual
housing characteristics which provide more accurate findings and analysis. Model 3 is
therefore theoretically the best method to be employed for this research. However, the
City of Johannesburg (CoJ) valuation process does not allow for the capturing of
individual housing characteristics unless in the case of a property owner objecting to
the estimated municipal valuation captured in the Municipal Valuation Roll. As a
practical implication, Model 1 is used for this research. The research is conducted as
follows (Sale, 2013):

e Purchase/obtain actual sales data

¢ Obtain municipal assessed values

¢ Adjust all values using Housing Price Index (HPI)

¢ Input the data and ran linear, semi-log and/or a double-log regression models to

test for multicollinearity and heteroscedasticity

The model uses an outcome/dependent variable and two independent variables. One
of the independent variables- municipal assessed value- must be criticised for its
accuracy. The municipal assessed value is determined using mass valuation instead of
the consideration of the specific housing characteristics as a concern. It is found that
the General Valuation Rolls are reduced by at least 4.68% of the base (Douw, 2014).
The accuracy of the value of the property is taken to be 95% and as a result the
obtained values from the General Valuation Roll was adjusted by a multiplier of 1.05.
The outcomes and conclusions that result from this are cautioned to be swayed. The
second variable is “Distance from MIH”. The further away a house is from an MIH the

higher the property value is expected to be.
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Data came from three (3) sources: the City of Johannesburg Electronic Services for the
municipal assessed values, the South African Property Transfer Guide for the purchase
prices and online navigation for the distance of the property to Cosmo City.

RESEARCH ANALYSIS AND RESULTS

Analysis

With all variables obtained, a multi-linear regression was employed using IBM’s SPSS
Statistics 24 (refer to Appendix A). At the fundamental level of running a multiple linear
regression lies four (4) assumptions which must be present:

1. A linear_ relationship between the outcome/dependent variable and the

independent variables (i.e. linearity of variables). A scatterplot of the
standardized residuals plotted on the y-axis against the predicted Y' values
plotted on the x-axis indicate whether a linear relationship exists. Linearity in
parameters must also present.

2. Normality- assumes that the error term (ui) of the regression is normally
distributed. Since we do not directly observe the true errors (ui) the residuals
(ei), act as proxies for ui. A normal probability plot (P-P Plot) of residuals and
histogram are used to determine whether normality exists.

3. No Multicollinearity- assumes that the independent variables are not highly

correlated with each other.

4. Homoscedasticity- assumes the variance of error terms are similar across the

independent variables.

The assumption of linearity of variables, normality and homoscedasticity were violated.
The dependent variable was then log transformed to act as a remedial action. The
model of the untransformed variables measured an R-squared of 0.237 indicating that
only 23.7% of the variation in the Purchase Price can be explained by the independent
variables. This indicates a poor model fit. With the model of the transformed
outcome/dependent variable an R-squared of 0.693 was measured. This indicates a
good model fit as 69.3% of the variation in the log transformed Purchase Price is

explained by the independent variables.

The data contains twelve (12) outliers which were removed thus reducing the sample

from 103 to 91. The outliers are related to Zandspruit Extension 9. This area is a
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township with the highest purchase price being R40 000 and lowest being R10 309 and
municipal values of R450 000 and R60 000. These compared to the data mean of
R751 829.38 for the purchase price and R921 981.55 for the municipal value highlight
the great discrepancies with some data values.

Results

The estimation results from the model (with the log transformed outcome variable.
Purchase Price) indicate the independent variable Distance from MIH is statistically
significant (with a p value of 2.974 E-23 which is below the 0.05 significance level) and
confirms the expected positive sign. There is a strong linear relationship between
variables Distance from MIH and Purchase Price, measuring the highest strength of
correlation at 0.823. Thus it can be stated that the farther the distance a property is
located from Cosmo City, the higher the purchase price (i.e. property value/price in the
market). The null hypothesis is therefore rejected.

The second and final independent variable, Municipal Assessed Value, is statistically
significant with a p value of 0.026. The expected positive sign confirms that the higher

the municipal assessed value the higher the purchase price.

The R-squared was found at 0.693, indicating that almost 70% of the variation in
Purchase Price (i.e. property value in the market) is explained by the independent

variables. This indicates a good model fit.

With the exclusion of the outliers, the independent variables: Distance from MIH is
found to be significant with a p value of 0.042 and the Municipal Assessed Value
insignificant with a p value of 0.140. No strong correlation is found between any of the
variables, with the highest being 0.210 between Distance from MIH and the Purchase

Price (dependent).

The R-squared was measured at 0.068, indicating that only 6.8% of the variation in
Purchase Price (i.e. property value in the market) is explained by the independent

variables. This indicates a poor model fit.
Multicollinearity was tested and in both models (where outliers are included and

excluded) and the Variance Inflation Factor (VIF) was >=1, indicating no

multicollinearity between the independent variables.
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From the results above, both independent variables are part of the predictive model for
purchase price. There is no scientific reason for excluding outliers other than their
influence of the significance of the coefficients of the independent variables. The farther
away a property is from the MIH the higher the purchase price (i.e. property value); and
a greater municipal assessed value gives a greater purchase price. The values of Y

(the dependent variable) can be predicted using the following linear transformation:

Y'i = bo + biXyi + b2X5
Log (Y'y) =-0.188 + 0.0000001398 X3; + 0.001 X5,

where, X;= Municipal Assessed Value and X,= Distance from MIH

For every 1 unit increase of the Municipal Assessed Value (X1) the purchase price
increases by 0.00001398% (i.e. 0.0000001398 *100); and for every 1 unit increase of
Distance from MIH the purchase price increases by 0.1% (i.e. 0.001 * 100).

CONCLUSION

Mixed income housing has become a focus for South Africa and the development of
policy and strategy with the Breaking New Ground (2004) housing policy highlighting its
importance in restructuring cities and neighbourhoods (Landman, 2012). This research
report investigated whether the presence of mixed income housing projects, such as
Cosmo City had an impact on residential property values (i.e. property purchase prices)

of the surrounding properties.

The paper hypothesised that mixed income housing located within established
middle-to-high income residential neighbourhoods do not negatively impact the
surrounding property values of the single stand properties. The results of this
study rejects the hypothesis, revealing that the presence of the Cosmo City has a
negative effect on surrounding residential property values. However, the model does
not reveal the reasons for this reduction. The results of the model should be applied

with critical thinking for a number of reasons discussed further.

The model, although found to be a good fit, used the monthly Absa Housing Price
Index (HPI) for a typical middle class house (141- 220 metres squared in size) in the
northern Johannesburg area. The applied HPI was a yearly average from the monthly
HPI's of the year 2013. The HPI for the related suburbs, Zandspruit, Northgate and

Northwold could not be obtained. The model assumes the property trends of the
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northern Johannesburg applies specifically to the individual suburb trends. The monthly
HPI obtained were from January through to December 2013.

The inaccuracy of the municipal assessed value included in the model is a cause for
concern. The municipal valuation was adjusted by a 5% to cover for the noted reduced
values. Lastly, the consideration of more than one MIH being included in the analyses

would give stronger argument to the results.

The 15.3% variation, as inferred by the part coefficients, not explained by the model
suggests other variables impact surrounding property values and that must be

investigated.

RECOMMENDATIONS

First, in order to support mixed income housing developments such as Cosmo City the
government, particularly at a municipal level (where projects are implemented) must
engage and campaign the surrounding community and residents on the benefits and
myths from the initial stages through to the implementation of the MIH projects. The
importance of MIH projects outweighs that of reducing property values. Therefore the
local government must mitigate any negative impacts for the surrounding property

owners through reducing taxes and providing discounts of municipal services accounts.

Second, Mass Valuations particularly in large metros with a high economic contribution
such as the City of Johannesburg, should be discontinued and apply an alternative
approach to the valuation of residential properties which considers the specific
characteristics of a property. An attribute-based hedonic price model for the purposes

of municipal property valuations must be applied (Sale, 2013).
Lastly, there are other influences that impact the surrounding property values of a MIH
project. These must be debated and investigated within a South African context. This

research should begin by considering the location and property market within which the
MIH is found.
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Abstract

Experimental research findings suffer from critique of opponents, whether the behavior
inside laboratory is a good approximation of the real world development. As frequently
argued, parallelism contributes towards smoother generalization of results to non-
laboratory settings and across populations. This paper aims to tackle selected
methodological issues related to validity of experiments and evaluate common
conjectures about the sharp dichotomy between experimental data and data from the
field. Attention is primarily devoted to the use of monetary incentives within
experiment, which is believed to control incentives, but which might under certain
circumstances affect substantially external validity of an experiment. Specifically,
delineation of experiment in terms of choice architecture might trigger certain
behavioral features. As a result, monetary incentives may crowd out intrinsic motivation
of experimental subjects.

Keywords: external validity, monetary rewards, parallelism, artificiality, generalization

INTRODUCTION

Experimental economics is relatively new discipline, which is more frequently used in
order to address important economic phenomena. It seems that laboratory experiments
provide unique tool for an assessment whether behavior of individuals is consistent with
predictions and assumptions of economic models. Common consideration across social
sciences is the extent to which results might be generalized This is also important issue
for experimental research findings, with common question whether behavior inside
laboratory is good approximation of the development in the real world. This issue is
mostly known under the term external validity. Methodological studies are typically less
attentive to this issue, which is however especially problematic in case of experimental
economics. This paper aims to tackle the most important methodological issues related
to external validity with specific emphasis on the use of monetary incentives within the
experiment.

1 DELINEATION OF EXTERNAL VALIDITY
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Definitions of external validity vary substantially and many experimental economists
tend to focus on other methodological issues, typically downplaying relevance of
external validity as suggested by Plott (1987, 1999) despite its significance. Generally,
simple notion of external validity refers to the extent to which results might be
generalized, but according to Lucas, (2003) following definition should briefly outline
its substance:

“External validity refers to whether the results of a study can be legitimately generalized
to some specified broader population”, (McTavish and Loether 2002, p.133)

“External validity (or so called parallelism) concerns the extent to which causal
inferences...can be generalized to other times, settings, or groups of people.” (Monette,
Sullivan, and DeJong 2002, p.236)

The other possibility to clarify concept of external validity is to use a method of contrast
with respect to internal validity in vein of Guala, (2005). Internal validity (in line with
tradition of deductive reasoning and modeling in economics) is the case when some
particular cause effect relation, together with interaction of certain factors, has been
properly secured by the experimenter. More technically, results of an experiment E are
internally valid if the experimenter attributes the resulting effect Y to a set of factors X
“and X is really a cause of Y in E. On the other hand, external validity is the case if X
causes Y not only in E, but also in a set of other circumstances F, G, H...”, (Guala,
2005, p.142). This definition is however less demanding from the point of view of
Levitt and List (2007) and Kessler, Vesterlund, (2010). According to them, this
definition only refers to the qualitative relationship between two variables, which holds
only across similar environments. In contrast, quantitative concept of external validity
requires that the relationship between two variables in one design should be applicable
also in other comparable settings. Most experimental studies lack this higher standard
feature, which should capture the world at large.

To sum it up, external validity in view of Campbell (1979) involves generalizing to
(particular target persons, settings and times) and across (types of persons, settings and
times).

2 SELECTED METHODOLOGICAL ISSUES

Frequently mentioned critique is that an experiment does not reflect real world and
therefore its utilization for economics is rather weak. Several experimental economists
deal with external validity issue and argue that there is no need for experiments to be
realistic as long as they try to test and compare theories, (Plott, 1982), or that the setting
of realistic assumptions is reliant on the type of the experiment, whether theoretical
experiment or test-bed experiment is the case, Schramm (2005). Additionally, Guala
(2005) notes that laboratory simplification of reality may paradoxically cope with
problems of scale, where some phenomena are too big or too small to be examined in
their natural fields. Furthermore, also right amount of variation with one varying factor
ceteris paribus is advantage of laboratory environment as opposed to natural
environment, where we simply pretend that certain factors do not change. Additional
argument in favor of external validity is that laboratory experimentation, as a
simplification of reality, is in line with economic modelling. Well known knowledge is
that a replication of complexities of the real world is rather counterproductive and
ability to examine given phenomena significantly declines, (Friedman, Sunder, 1994).
The following section will discuss to what extent is a generalization of an experimental
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knowledge desirable and how a clear delineation of functions of laboratory experiment
may weaken critique of opponents.

2.1 Experiments as mediators

Economic experiments are understood as mediators towards long path leading from the
formulation of hypotheses about the world towards their final application. If their role
as mediators will be closely clarified, it will enable to understand its relationship with
respect to external validity.

The following Figure defines more closely the role of experiments in scientific research. The

target system in economics is typically non-laboratory entity, difficult to control fully by
economists. The closer examination of a target might be however done via laboratory. Firstly,
model is used to deliver a theoretical idea about the economy. Consequently, a concrete
hypothesis is formulated based on the model, with possible considerations what would
happen if some changes were made to a key variable. However, the hypothesis is not tested in
direct relation to a target, but experiment serves as a method for verification of a given
phenomenon. The role of experiments is two-folded. Firstly, they may replace models
altogether or they may complement them if they seem too abstract or incomplete. It is
important to note that experiments are only mediators and are not targets themselves. They
are just a mid-step, which is supposed to help bridge the gap between ideas and domain of
application. Since experiments are considered as a substitute or complement to models we
may preconceive that they work in many ways like models. This is also emphasized by Guala
(2005) who states that changing initial assumptions of model with consequent observation
what will follow from these changes is the same, regardless of whether it is done by theorists
or experimenters in the lab. The crucial difference between model and simulation of
experiments lies in its relationship to target. If we consider the relation experiment versus
target system, it is based on deep and material level, whereas the relationship between
simulation and target system is based on formality and abstraction. This suggests that
experiment should possess more of external validity than model, however not too much in
order to substitute for target system and not too much to lose all theoretical background,
which is important for application of acquired general knowledge in different settings.

- Target
Description Model Experiment aree

— — — System

Fig. 1 — The route from theoretical hypothesis to the real world. Source: Guala, (2005)
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2.2 Parallelism and generalization

Parallelism, as one of important precepts outlined by Smith (1982), is sufficient to
transfer experimental outputs to the other environments: “Propositions about the
behavior of individuals and the performance of institutions that have been tested in the
laboratory microeconomics apply also to non-laboratory economies where similar
ceteris paribus conditions hold.”(Smith 1982, p.936).

What are then limits of this precept towards generalization of experimental knowledge
into the field? Question arises to what extent the laboratory experiment should mirror
real world versus theoretical model. On the one hand, too much complexity of a field
built into the laboratory experiment may threaten to distinguish causes and effects. On
the other hand, too much adherence towards assumptions of a formal model may be met
with the problem of artificiality. Consequent loss of connection with real world
development is inevitable as emphasized by radical localism, (Guala 2002).
Notwithstanding, we may question adequacy of radical localism. As Lucas (2003)
notes, it is impossible to measure objectively many concepts in the social science and
empirical investigation is conducted in concrete settings defined by a time and place
(Cohen 1980), while the aim of the experiment is to produce general knowledge. As a
result, it is impossible to produce general knowledge in the absence of theory. In other
words, highly realistic experimental design may increase informational value of output,
but it is impossible to generalize knowledge to new settings without theory.
Additionally, without proper theoretical framework, internal validity of experiment
might be weaker and therefore causality under the test nonexistent.

We argue that justification of sufficient external validity in an experimental design
depends largely on what is the function of laboratory experiment. As a result, the next
section will focus on proper delineation of function of economic experiment.

2.3 Type of an experiment

Many methodological studies suggest that the level of external validity present in an
experimental design depends on the type of experiment. For instance, Kessler, Vesterlund
(2010) highlight that external validity is more important for experiments aimed to search for
empirical regularities compared to a theory testing experiments. Similarly, Smith (1982)
indirectly states that more attention regarding parallelism should be paid to experiments that
do not aim at testing theories. This view is also supported by Schramm (2005), where the
external validity required depends on the goal of the experiment. Compared to the previous
studies he provides thorough analysis of experiments, according to the intensity of external
validity needed. Theory testing experiments, in which category most of the experiments fall
according to him (after rough categorization of 69 papers, where 33 papers fall in category
testing theories), do not require external validity at such level, like other types of experiments.
In this case internal validity is preferable to external, mainly because of ambitions not going
beyond the walls of laboratory in terms of generalization. Fehr and Falk (2003) also argue that
for the sort of experiments, which aim to test a theory or find a failure, evidence is important
exactly for theoretical framework, but not for a closer understanding of the real world. Theory
stress tests and experiments searching for empirical regularities are more important in terms
of external validity. Finally, category of experiments aimed to advise policy makers is highly
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demanding in terms of external validity. This suggests that validity of laboratory outputs is
matter of separate evaluation of each experiment supporting thereby Smith’s view, (Smith
1985) that external validity issue is rather empirical thing and it is up to the critics to falsify
parallelism of any specific experimental output.

2.4 Experiments and its generalization “to” and “across”

As already noted above, external validity differs with respect to generalization “to” and
“across” population, settings and times. It is crucial to distinguish between these two
aspects, since it puts different requirements on the nature of external validity.

“Generalizing to” a larger population is consistent with a view of qualitative
characteristic of external validity, where generalization is expected to be applied. When
“generalizing to” a larger population, it is believed by opponents that experiments using
samples of undergraduate students (so-called non-probability sample) suffer from low
external validity, because it is impossible to apply findings to a larger population, (so
called probability sample), (Kessler, Versterlund, 2010). Few arguments speak against
this statement. Coming back to discussion related to “type of the experiment”, mostly
experiments tend to test theoretical relationships. If the purpose is to test theoretical
principle, it should apply not only to non-probability, but also to probability sample.
Moreover, probability population exhibits characteristics of more homogenous
population as noted by Lucas (2003), thereby reducing variance in experimental
measures and probability of false results. In this case low external validity is out of the
consideration. Secondly, some theories don’t dispose a larger population, to which
experimenters are supposed to generalize, since it makes proposition unbounded by the
specifics of population parameters. Lastly, the most important argument mentioned in
the beginning is about impossibility to generalize knowledge to other setting without
proper theoretical backgrounds.

If on the other hand generalization is made across the population, different requirements
about external validity hold. Generalizing across population is consistent with more
demanding view of quantitative characteristic of external validity. Neither the choice of
probability population nor the choice of non-probability population might help to
generalize across populations, since finding from a sample itself have no informational
value regarding other populations. As Lucas (2003) points out there is no reason to
believe that survey with a sample of adult Americans could generalize across population
better than experiment comprised of female freshman when examining whether a higher
status is related to higher self-efficacy. No methodological procedures allow for
generalization across population.

The only solution is to generalize via theory. If we consider generalization across the
settings at first sight it may seem that the test in more natural environment is more
generalizable than a test in more artificial environment. If we consider example of field
experiment aimed to study interaction in class of high-school students, it might be
generalizable to other sort liberal arts high school students, which is however of no
significance. On the other hand, there is no reason to believe that these results from field
might be generalized to a group of friends or family, (Lucas 2003). This suggests that it
IS not possible to generalize beyond the particular populations not depending on
whether the laboratory experiment or field experiment is the case. As a result, the level
of external validity is comparable. The only option to generalize across settings is to
find connection via theoretical backgrounds again.
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Paradoxically, in case of generalization to and across, the artificiality is helpful tool
which may strengthen not only causation of examined phenomena in terms of internal
validity, but also contributes to more probable generalization trough eliminating
irrelevant variables, as noted by Greenwood, (1982).

3 THE USE OF MONETARY REWARDS AND EXTERNAL
VALIDITY

Utilization of monetary rewards in experimental economics is popular due to many
reasons. It is claimed by economists such as Ortman and Hertwig (2001) or Davis and
Holt (1993) and many others, that subjects are motivated to increase performance with
rising rewards, in line with maximization assumptions given by standard assumptions of
economic theory, (i.e. profit or utility maximization). Also, salient payoffs (in form or
reward or punishment) tend to reduce performance variability and its implementation is
easy. Further, it seems as a reliable method across subject sample, since there is no
satiation over the course of an experiment. It is believed that every experiment that
implements financial incentives also suggests implicitly something about other non-
monetary motivators such as altruism, reciprocity or fairness if it does not correspond to
initial theoretical predictions. Moreover, financial incentives are considered as a
necessary condition for sufficient external validity.

In contrast, psychologists don’t rely typically on experimental framework of financial
rewards since it is believed that individuals are usually willing to provide performance
and cooperate even without financial incentives. Additionally, standards of optimal
behavior might not be clearly defined or conflicting norms in hypothesis testing or
probabilistic reasoning might be proposed as Ortman and Hertwig (2001) note. Also,
performance might not be necessarily enhanced by financial incentives despite the effort
is enhanced, especially if requirement is to act in line with principle of rational choice.

However, recent development suggests frequent incorporation of psychological features
by experimental economists and also utilization of economics-style experiments by
behavioral economists. As Lowenstein (1993) points out, these two approaches coexist
synergistically with no inherent conflict and often overlap with each other. However, as
suggested above, attitude of experimental economists and psychologists regarding
financial rewards is not unified. As a result, it seems worth to discuss the effect of
financial incentives for experimental methodology.

3.1 Crowding out effect of monetary incentives

As already mentioned above, economists consider financial incentives to matter, based
on growing body of experimental evidence of psychological nature, (Davis and Holt
1993, Smith 1991 or Smith and Walker 1993). Systematic departures from rationality
were identified prevalently in experiments with absent financial incentives. Specifically,
if performance is not appreciated by financial mechanism, subjects are not motivated to
invest their cognitive effort to eliminate judgement errors. In this sense cognitive effort
is classified as a scarce resource, which is induced only by adequately set payoffs in line
with saliency and dominance requirements, (Smith 1976). Only then the convergence
towards (theoretically) optimal outcomes is secured. This statement is in line with
standard economic knowledge of the relative price effect, grounded in may works like
Becker’s (1976) economic approach to human behavior. More specifically, the relative
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price effect, (based on assumption of individual fixed preferences), posits that the
higher is the activity rewarded, the higher is its volume and intensity. This seems to be
strong argument in favor of financial rewards in economic experiments.

In contrast, Tversky and Kahneman (1986) and other behavioral economists tend to
believe in violation of standard axioms of economic theory dismiss this criticism.
Instead, it is believed that the element of motivation induced by financial rewards might
fail due to several reasons, (Kamenica 2012). Introduction of monetary rewards might
alleviate willingness to do the task if the task is highly attractive or noble. Paying high
wage conditional upon successful completion of the project might jeopardize the
fulfilment of the task due to impact of stress on worker’s performance. Similarly,
counterproductive is payment of a very low wage.

The relative price effect, (outlined previously in line with standard economic theory)
considers an extrinsic motivation in individual preferences. In this way, optimal
behavior of individuals, in line with axioms of rationality, is induced by monetary
rewards or other material incentives like the punishment. However, as pointed by Frey
et al. (2017), intrinsic motivation is disregarded. Intrinsic motivation refers to desire of
a person to behave in some preferred direction, because of satisfaction or due to the
presence of a corresponding social norm. As an illustrative example might serve
altruistic behavior of people, who contribute to charities or participate in voluntary work
without expectation of any reward. This might be summarized by statement of Deci
(1971, p.105): “one is said to be intrinsically motivated to perform an activity when one
receives no apparent reward except the activity itself.” It is worth to note that intrinsic
motivation is a firmly established concept in psychology (partially in sociology) by De
Charmes (1968) and Deci (1975) often neglected by economic theory, which considers
rather extrinsic motivation. However standard economic theory omits one important
element and that is a systematic interaction of extrinsic and intrinsic motivation. This
might result in so called motivation crowding-out effect, in which rise in external
reward may substantially reduce intrinsic motivation.

The “hidden cost of reward” needs to be considered from two aspects as suggested by
Frey et al. (1997). Firstly, all external interventions in form of reward or regulation,
associated with negative sanctions, may affect intrinsic motivation by influencing
individual’s self-determination and self-esteem. These two psychological effects appear
to be decisive for occurrence of crowding-out effect as suggested by Frey and Jegen,
(2001). Impaired self-determination rests on substitution of intrinsic motivation by
extrinsic control, when individuals perceive an external intervention to reduce their self-
determination. In contrast, impaired self-esteem is related to effective rejection of
intrinsic motivation in case when an external intervention does not acknowledge the
individual’s motivation. In other words, individual feels that his participation and
competence is not appreciated. As a result, effort of individual might be substantially
reduced.

Secondly, external interventions may crowd-out, crowd-in intrinsic motivation or leave
it without change. In case of crowding-out effect, intrinsic motivation might be partially
or fully replaced by extrinsic motivation due to controlling aspect of intervention, which
affects negatively self-determination and self-esteem. In contrast, in case of crowding-in
effect an outside intervention enhances intrinsic motivation. This is given by perception
of supportive external intervention, which enhances self-determination through more
freedom. Good example of a motivation crowding-in effect is the case when an
individual obtains award acknowledging his good work.
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A very first experiment about monetary incentives, which can crowd-out intrinsic
motivation, was conducted by Deci (1971). Three hour-long session composed of the
treatment and control group was about an opportunity to solve puzzles during three
sessions. In the first and the third session subjects were not rewarded for their
performance. In contrast, the treatment group was rewarded in the second session by $1
for each puzzle solved within given time limit. This was not the case for control group.
During each session, the experimenter measured secretly the time spent by subjects
trying to solve puzzle, which unbeknownst to the subjects, was unsolvable. Suitable
variation in the outcome measure was secured by providing subjects with recent issues
of The New Yorker Time and other magazines, which ensured that not all subjects spent
the entire eight minutes on the unsolvable puzzle. The experiment revealed interesting
finding during the third un-incentivized session. Treatment group spent much less time
working on the impossible puzzle than control group. This finding is explain by
aforementioned crowding-out effect. Exposure to extrinsic incentives in form of
monetary rewards in the second round has crowded out intrinsic motivation followed by
reduced interest in the third round. However, the experiment examines outcomes only
once the monetary rewards have been removed. As a result, it provides no long-term
systematic evidence about crowding- out effect of monetary incentives.

It seems that extrinsic incentives in form of monetary rewards do not necessarily raise
performance, but may even reduce it, thus speaking against the relative price effect in
many important areas. The most famous is study of Titmuss (1970), who claimed that
explicit compensation to individuals diminish their willingness to act in favor of public
welfare, although they would have been willing to do it for free otherwise. The market
for blood is provided as a relevant example in this sense. When donors are paid, it
affects negatively their willingness to donate blood. This might lead to prevailing
dominance among blood donors, who need to donate due to financial matters. As a
result, the blood might be, with some probability, medically less suitable. In contrast,
monetary incentives might discourage those donors, who are motivated by altruistic
intentions. At the end, financial payments for blood donors might reduce the number of
people willing to give blood, leading to lack of the blood on the market. As a result,
monetary incentives are said to crowd out intrinsic motivation of donors to supply the
blood. The author himself did not conduct any experiment to document the presence of
crowding-out effect. Still, Solow (1971) and Arrow (1972) agreed with his view about
importance of altruistic motivation but regarded price incentives as additive, thereby
maintaining supply curve for blood positively sloped.

Until recently, there has not been any study, which would verify this hypothesis until
Mellstrom, Johannesson (2008) conducted field experiment, in which they deal with
three different treatments. In the first treatment subjects are given opportunity to
become blood donor without any financial incentive, in the second treatment subjects
are rewarded by $7 in case of blood donation and in third they can choose between
reward and donating to the charity. Based on those treatments, authors find a significant
crowding out effect for women, in which case the supply of blood donors falls.
However, the willingness of men to donor blood does not differ significantly across
treatments. Still crowding out effect is counteracted by allowance to donate to charity.
However, these results might be subject to discussion, since there is little reason to
believe that the effect holds only for women. Moreover, there are few studies which
offer contrary evidence with respect to crowding-out effect. For instance, Lacetera and
Macis (2010) find that a one-day paid leave of absence to blood donors in Italy leads
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existing donors to increase donation by 40% on average. Further Lacetera (2012) proves
similar effect in case of rewards offered by the American Red Cross and in case of gift
cards. Both factors increase the amount of donated blood by 15-20% on average.

Motivation crowding-in and out effect is considered as rather anomaly, because the reaction is
exactly the opposite of the relative price effect. However, it seems that this phenomenon is
relevant in many important areas: the labor market with its effect of higher financial
compensation on work effort and performance, social policy with monetary payments
crowding out the effort of responsibility, environmental issues with pricing instruments such
as fees for pollution, which may crowd out environmental efforts, subsidies with its negative
effects on innovations or creativity or voluntary work which might be crowded out by a
monetary compensation. Also evidence of motivation crowding effect is grounded in a large
number of laboratory experiments such as Fehr and Gé&chter (2000), Fehr,Gachter and
Kirchsteiger (1997), Zanella (1998), Gneezy and Rustichini (2000a), (2000b) or Fehr and Falk
(2002).

3.2 How much to pay

It is worth to discuss possible effects of paying too much on potential performance.
Well-known fact in standard economic theory of contract law is that higher stakes lead
to better performance followed by higher output. In contrast cognitive psychology such
as Beilock (2010) emphasizes the so called choking in stressful situations, which might
consequently degrade performance. As a result, higher monetary rewards might have
exactly the opposite effect on performance. Although, Becker (cited by Stewart (2005)
based on interview) points out that it could be the case that some people are subject to
choking under pressure when performing a given task, it does not indicate that it might
be the case for any person hired for a particular job.

Nevertheless, Ariely et al. (2009) conducts an experiment in India, which consists of six
games randomized to three conditions with regards to the size of stake. Subjects could
earn maximum of 4, 40 and 4000 Indian rupees per game in low, mid and high-stakes
conditions within incentive scheme being a step function of two game-specific
performance cutoffs y; and y;. If subjects achieved outcome below y;, earnings were
zero, outcomes between y; and y generated earnings equal to half of the maximum
amount and outcome above y, earned the maximum amount. If subjects performed
above yy, they could earn 20 times more that the daily wage guaranteed by the National
Rural Employment Guarantee Act. Notwithstanding, such high-powered incentives had
detrimental effect on performance. Results indicate that in case of high stakes,
maximum earnings obtained by subjects were substantially lower (19.5%) than in case
of mid-stakes (36.7%) and low-stakes, (35.4%). This experiment suggests that
framework based on high-powered monetary incentives might alleviate ability of
individuals to perform.

In contrast, the relevance of choking is alleviated in the real world due to the concept of
ex-ante investment as emphasized by Kamenica (2012). As high-stakes situations are in
many cases anticipated, individuals tend to invest and accumulate relevant human
capital as they are driven by financial incentives. As a result, high stakes might distort
concentration at a given decisive moment (for instance when taking the exam), but may
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increase motivation substantially in a period which is preceding the decisive moment
(the time before the exam, when student is promised to be paid a million dollars in case
of successful pass). Additionally, priceless evidence about choking is provided by many
empirical studies in economics of sport such as Dohmen (2008), Kocher (2011) or
Paserman (2010). In general, the issue raised by aforementioned studies is an evaluation
of player’s performance in strategic environment, when exposed to pressure. Although
the hypothesis about negative relationship between player’s performance and pressure
(in terms of high stakes) sounds intuitive, evidence is rather mixed.

Apart from paying too much, we shall consider an option of paying too little. Paying too
little might be also detrimental to performance and sometimes even worse than paying
nothing. Gneezy and Rustichini (2000b) identify this effect within their experimental
study by a phrase “Pay enough or don’t pay at all”. College students are distributed with
set of 1Q questions across treatments rewarding them in different manner, (zero
payment payment of 0.1 Israeli new shekels (NIS), 1 NIS or 3 NIS for every correct
answer). Those subjects, who received only one-tenth of NIS, exhibited substantially
worse performance than any other treatment, including treatment with zero monetary
incentives. Gneezy and Rustichini (2000a) conduct similar experiment in which
introduction of a fine for parents collecting their children late from kindergarten,
increased substantially the rate of late collection. This phenomenon was interpreted as
the legal possibility of parents to pay for late collection, which alleviates perceived
social disapproval. However, later removal of such a fee has not decreased the late
collection and the rate remained unchanged.

Both the experiment with college students and the experiment in kindergarten suggest
that small reward or small fine might have counterproductive effect.

The use of cash or monetized gift might also change the mode of the social relationship
between principal and agent, followed by a change in incentives scheme. As examined
experimentally by Heyman and Ariely (2004), low monetary payment decreases effort
in comparison to no payment, however a nonmonetary form of payment (candy
payment in this case) does not make a difference in performance. In contrast, once the
gift is monetized, its effect is similar to that of monetary payment.

Another issue, which is in the center of our attention is “too many options case”. It
appears that monetary incentives combined with indirect incentives such as providing
too many options might backfire. As an example might serve an experiment of Ariely
and Wertenbroch (2002), in which subjects are paid for proofreading three texts. The
first treatment has a deadline of one text every week, the second treatment has a
deadline at the end of three weeks for all three texts. The monetary incentive is identical
and subjects pay penalty in case of delay. Paradoxically, the treatment which was given
more options to work on the task, spent less time on the task and exhibited much lower
performance with regards to detection of errors in the text. This clearly signifies that
although maximization of variety of choice is important in economics, it might not
necessarily be best due to high transaction costs related to the choice.

3.3 Behavioral features which affect incentives

From aforementioned analysis it seems that monetary incentives and its impact on
performance are affected by certain behavioral features. This section will briefly discuss
behavioral trends within monetary incentives framework.
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Intrinsic or extrinsic motivation seem as decisive factors, which may have crucial effect
on prosocial behavior and their implications for monetary incentives is undisputable.
Apart from these motivations, signaling motivation (sometimes called image
motivation) might play an important role as suggested by Ariely et al. (2009). In this
case individuals are motivated by the way how others perceive their behavior. Being
altruistic is considered as good and being greedy or selfish is bad. As a result, by
behaving pro-socially, one is signaling to others his self-good based on social norms
and values. Additionally, the desire for approval by society implies more generous and
prosocial behavior in public settings compared to public, which is witnessed by many
experimental studies such as Andreoni, Ragan (2004), Dana et al. (2006).

Intrinsic, extrinsic and signaling motivation might have separate effect on prosocial
behavior, but might also interact with each other as will be seen below.

If we start with basic interaction of the extrinsic and intrinsic motivation, they are
supposed to be quite distinct within the utility function. Following up Titmuss (1970),
individuals might gain utility from ordinary consumption (indirectly from money
rewards), but they gain also utility based on behaving altruistically. Offering payment
for donating blood increases on one hand consumption opportunities, but negatively
impacts utility from behaving altruistically. As a result, negative impact on utility might
prevail over positive one and thereby reduce willingness to donate the blood.

This may be summarized in vein of Gann (2001) who claims that giving blood and
selling blood are two distinct kinds of activities. The former yielding the intrinsic utility,
the latter not. Offering payment for donation causes that the former activity switches
into the latter, implying a loss in utility. There are many empirical studies showing
negative effect of monetary incentives on prosocial behavior such as Frey and Jegen
(2001), Gneezy and Rustichini (2000b), however there are less of them trying to explain
the mechanism behind that. Further it is important to bear in mind, that there are
certainly limitations of this theoretical approach as pointed by Seabright (2002). It is
rather arbitrary to suppose that feelings of altruism attach to actions performed purely
under certain conditions and that an action with identical implications might not elicit
altruism even if the individual was aware of identical consequences. In this sense
framing of actions is pervasive experimental phenomenon, but certainly arbitrary. We
may for instance ask, why giving and selling (the blood) are considered to be radically
different activities?

There is vast array of explanations available:

First, extrinsic motivation crowds out intrinsic motivation to undertake a task. In a
nutshell the agent might infer not to enjoy the task simply because he or she is being
paid to do it. As a result, uninformed rational agents expect to enjoy the task less when
paid for it and their motivation is alleviated. This has been proved in experimental
studies of Frey, Gotte (1999), Frey et al. (1997) or in principal-agent model of Bénabou
and Tirole (2003).

Second, extrinsic incentives might destroy trust in principal-agent relationship leading
to less prosocial behavior of the agent as suggested in studies of Fehr and List (2004),
Fehr and Falk (2002) or Falk and Kostfeld (2006). Bohnet, Frey and Huc (2000)
confirm this trend in an experiment based on contract enforcement with respect to the
trustworthiness. Results suggest that low levels of legal enforcement crowd in
trustworthiness. This is given by the fact that principal, who offers the contract, makes
careful decisions, because he cannot fully rely on the legal system. The agent is
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motivated to behave in a credible way. In case of near-perfectly enforced contract,
crowding effect is absent due to deterrence of the agent. However, intermediate levels
of law enforcement crowd out the trustworthiness, since principal can neither relay on
the agent’s reciprocal behavior nor on the legal system (deterrence).

Third, the introduction of extrinsic motives might shift individual’s decision function
from a social frame to a monetary frame in which maximization of self-interest is
preferred as pointed by Heyman and Ariely (2004).

Additionally, extrinsic motivation might interact with signaling motivation by diluting
the signaling value of prosocial behavior. As already noted above, monetary incentives
may crowd-out social behavior due to individual’s perception what other people think
about him.

Good illustrative example might be a decision about a purchase of a new hybrid car,
which is more expensive than an equivalent car with a standard gasoline engine. An
important idea is, that the hybrid car helps to preserve the environment. As a result,
driving a hybrid car clearly enhances one’s positive image and serves as a signaling
instrument in environmentally friendly community. Ariely et. al (2009) provides with
help of this example interesting example how monetary incentive might alleviate
altruistic activity. If we suppose that the government imposes a large tax benefit in favor
of buyers of a hybrid car, this tax incentive on the one hand increases utility of
individual (reduction in the price of hybrid car). On the other hand, the tax incentive
decreases utility of the individual by decreasing the image value of driving the hybrid
car. An explanation behind is simple. Without presence of monetary incentive (extrinsic
incentive such as tax benefit), buying the hybrid car clearly enhances positive image.
However, in case of provision of monetary incentive, it is impossible whether
individual’s intention is drive by altruistic motives (concern for an environment) or by
selfish attitude (reduction in price of the hybrid car after the introduction of a tax
benefit). To summarize, introduction of monetary rewards reduces signaling motivation
followed by relative price effect net of crowding out effect and thereby reduction in
prosocial behavior. This trend has been empirically confirmed by Bénabou and Tirole
(2006) and also Ariely et al. (2009). Interesting issue is also interaction of extrinsic
motivation and signaling motivation depending on whether decision is private versus
public. As suggested by Ariely et al. (2009), extrinsic motivation (monetary incentives)
partially crowd-out signaling motivation in private setting, whereas it has no effect in
public setting. Further elaboration of this phenomenon is however beyond the scope of
this study.

Coming back to considerations about how much to pay, behavioral economics (more
specifically inference as noted by Kamenica (2012) might help to explain why small
monetary payment backfire. In the absence of monetary payments, an agent expects to
receive gratitude in exchange for her performance. However, once a monetary incentive
is set, it is automatically expected by an agent that gratitude is not going to be part of
the compensation package. Further, the introduction of the fee might also backfire
altruistic incentives, since individual considers it acceptable to impose social cost (and
withhold the activity) as long as he is paying fee.

Loss aversion and framing is another important behavioral element, responsible for
shaping financial incentives. It seems that individuals tend to evaluate their position
with respect to reference point, which is given by the default. When an alternative is
available, individuals might be subject to loss aversion. These considerations have been
utilized in reality in study of Mitesh S. Patel et al. (2016), which examined how various
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financial incentives setting might affect physical activity. The study shows that offering
$1.4 reward per day or offer of daily lotteries does not have any substantial effect and is
comparable to no reward case. In contrast, when monetary reward was put at risk of
being lost, the increase in physical activity among overweigh and obese was substantial.
In other words, loss aversion (in which people are more sensitive to losses than to gains
of equal absolute size) seemed to play crucial role in success of health program. As a
result, only framing of financial incentives in form of a loss was much more effective
than framing in form of a gain. Fryer, Levitt, List and Sadoff (2012) show that if
financial incentive scheme is designed by exploiting the power of loss aversion,
(teachers are paid in advance and supposed to return money if their students don’t
improve sufficiently), the efficacy of teacher incentives might be significantly
enhanced.

Another reason why financial incentives might not be efficient is the existence of
default option, which is costly to change. As a result, individuals might be less
responsive towards financial incentives aimed to change their position. Also, as already
stated above too many options might be also counterproductive. Whenever financial
incentives are set in a way that the task is a matter of an immediate cost and a delayed
benefit, it implies procrastination due to dynamic inconsistency. Suppose that agent is
told that she can complete the task whenever she would like instead of tough deadline.
This may induce agent to procrastinate due to dynamic inconsistency. Basically, this
approach is summarized in an illustrative example outlined by O’Donogue and Rabin
(1999), cited by Kamenica (2012). Let’s suppose that agents are endowed by o
preferences, where (3 is bias for the present (how you favor now versus later) and &
stands for discount factor (time consistent discounting). Suppose that agent is facing the
task with the following parameters: f=1/2 and &=1, and fulfilling the task yields an
immediate cost of $300 and a delayed benefit of $800. If an agent is supposed to fulfill
the task given by the deadline, she will complete it as  x $800 > $300. If instead the
agent is given the choice to complete it whenever she would like, there will be clear
incentive to postpone the task since generating p ($800 - $300) . $250 next day is more
than what she would generate today, i.e. $800- $300=$100.

3.4 When financial incentives matter?

Typically, there are many meta-analysis studies, which aim to compare performance
under financial incentive scheme versus performance in an environment of no rewards.
This might provide additional picture about the real effects of financial incentives.

Hertwig and Ortmann (2001) evaluate the effect of financial incentives on sample set of
10 studies by computing the effect size eta, which refers to the square root of the
proportion of variance. Their results show that the effect size of financial incentives is
ranging from small to very large. However, in general the set of studies suggests that
financial incentives tend to improve people’s performance in various forms although
they don’t guarantee optimal decisions. Financial incentives tend to reduce framing
effect (Levin 1988), reduce data variability and move bids close to optimum, (lrwin
1992), brought individual’s allocation decisions closer to optimal models (Allison and
Messick 1990) or induced people to put more effort in making choices (Hulland and
Kleinmuntz 1994). In two cases financial incentives did not matter at all, (Beeler and
Hunton 1997 and Van Wallendael and Guignard 1992). In few cases financial
incentives seemed to be neutral, (Mellers 1995 or Van Wallendael and Guignard (1992).
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Hertwig and Ortmann (2001) generaly conclude that incentives have a modest effect,
calling for more research on how payoffs affect decision strategies and on investigation
of conditions under which payoffs improve.

Smith and Walker (1993) examine the effect of financial incentives and decision costs
on survey of 31 experimental studies, concluding that financial incentives reduce
variance of the data around the theoretical optimum.

Camerer and Hogarth (1999) provide non-random meta-analysis of 74 experimental
studies comparing behavior of subjects in settings with high rewards, low rewards or
now rewards. Selection procedure of studies rested on two conditions. Firstly,
experiment had to report incentive levels and ensure variance within the study.
Secondly, study had to refer thoroughly to the detail of the level of incentive and size of
performance effect. The authors have classified studies in several groups according to
the effect of incentives on performance. It appears that incentives might support
performance, hurt performance, might have no effect on performance, might affect
behavior but behavior cannot be judged by a performance standard, or incentive effects
are confounded with effects of other treatments. Additionally, financial incentives seem
to have the largest effect in judgment and decision studies. Also authors claim that if
performance was not affected by financial incentives, at least variation was reduced.

Jenkins et al. (1998) conduct meta-analysis of 47 studies out of which 41 studies
measured the effect of increased reward on output (the so called quantity performance)
and only six studies measured the quality performance. In general, raise in reward has
significant effect on the quantity of performance, but weak effect on quality of
performance. Also they find small case for intrinsic motivation, which did not affect the
incentive effect.

Bonner, Young and Hastie (1996) conducted similar meta-analysis, which classifies
experiments according to incentive scheme- flat rates, piece rates, variable rates, quota
systems and tournaments. It seems that there is a little difference among various types
of incentives. Effort improves performance especially in cases, where little skill is
required. On the other hand, evidence for positive effects in memory and judgment or
choice tasks is weaker. In case of problem-solving the effect of incentives is also weak.

Generally, majority of meta-analysis studies provide rather mixed results about the
effect of financial incentives on performance as pointed out by Ortman and Hertwig
(2001). First explanation is about the lack of payoff dominance, in which case not
choosing theoretically optimal alternative costs individuals too little within the
experiment. This is evidenced in Kahneman and Tversky’s studies on cognitive illusion
as noted by Harrison (1994) who examined this trend and redesigned experiments
accordingly to satisfy the dominance requirement. Afterwards, the observed behavior
reflected the predictions of economic theory. The second reason for mixed results is
existence of multiple and contradictory norms against which performance might be
compared as noted by Hilton (1995) or Edwards (1961). This happens in case when
multiple norms are available and the experiment does not specify the normative
criterion, which should be the target. As a result, financial incentives might not have
desired effect.
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3.5 Suggestions

Based on aforementioned discussion, it seems that the appropriateness of financial
incentives scheme depends on the available evidence. It seems that financial incentives
matter more in some experiments than in others. As Camerer and Hogarth (1999) point
out, it is crucial to distinguish between judgment and decision experiment versus games,
auctions and risky choices. It appears that financial incentives have effect on
performance in case of the former, but do not affect mostly performance in the latter
case. However, in the latter case incentives help to reduce variance in responses.
Incentives hurt when problems are too difficult or simple tasks lead to overthinking.
Also, in case of no clear standard of performance, incentives drive subjects away from
favorable self-presentation behavior toward more realistic choices, (subjects dictating
allocation of money to others tend to be less generous).

If the past research shows that financial incentives matter in case of an experiment
similar to experiment under consideration, there is strong case for application of
financial incentives. In case of no available evidence, there is justification for no
employment of incentives. So it might be claimed that financial incentives are not a
norm, which would be necessary condition for sufficient external validity. In case of
uncertainty, researchers should opt for so called “do it both ways” rule as suggested by
Ortman and Hertwig (2001).

CONCLUSION

The aim of this paper was to evaluate methodological issues with regards to external
validity of an experiment, with specific attention devoted to analysis of monetary
rewards and their impact on incentives within the experiment. We argue that the level of
external validity primarily depends on the way of delineation of the laboratory
experiment. First, experiment may substitute or complement economic model as
mediator and the level of external validity should be compromised with regards to target
system and with regards to theory. Second, type of experiment (theoretical versus policy
experiment) is decisive. The more theoretical experiment, the lower the external
validity, whereas opposite holds for test bed policy experiment. Third, qualitative versus
quantitative external validity related to experiment to and across the population and
settings was discussed. It seems that the more demanding quantitative external validity
is almost impossible to meet as suggested by empirical research of Levitt and List
(2007). Paradoxically, it shows up that artificiality might be helpful in setting up strong
theoretical background, which is considered to be the only solution how to generalize
across population and settings and find thereby connection to the real world. In the
second part of study we address effects of financial incentives on performance of
subjects, which may naturally affect external validity of experiment. It has been shown
that extrinsic incentives in form of monetary rewards do not necessarily raise
performance, but may even reduce it, thus speaking against the relative price effect in
many important areas. As a result, crowding-out effect might be the case as evidenced
by many experimental studies, despite being considered anomalous in mainstream
economics. Further, we discussed the effect of the varying size of monetary incentive on
the performance. It seems that paying too little is detrimental to performance and worse
than paying nothing. In contrast, the relevance of choking is dismissed as irrelevant in
the real world full of ex-ante investments. Crucial contribution lies in section devoted to
identification of behavioral features, which might consequently contribute to the way
how financial incentives affect performance within the experiment, alleviating thereby
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external validity (or so called parallelism). Further, it has been shown, (based on survey
of empirical evidence), that the effect of incentives on performance varies from
experiment to experiment, affecting consequently the level of external validity present.
Aforementioned facts raise questions about the way of adequate financial/non-financial
setting within the experiment, which would ensure desired incentives, followed by
sufficient external validity. We suggest researchers to opt for “do it both ways rule” if
no available evidence in terms of similar experiment is available.
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ABSTRACT

Computer self-concept and attitude are important factors related to teachers’
performance. Computer self-concept refers to how individuals perceive their ability
with and relationship to computers. Computer attitude includes various concepts such as
perceived usefulness, gender knowledge and confidence. Computer attitudes predict
computer use. Negative computer self-concept and poor attitudes can result in teachers’
avoidance of technology integration whereas positive computer self-concept and
attitudes can lead to teachers’ integration and use of technology which, in turn, can
positively impact students’ learning outcomes. Teachers’ computer self-concept and
attitudes have been correlated with technology use, integration and acceptance. Given
the increasing prevalence of information and communication technologies in education
and in society in general, it is becoming more and more important to ensure that
teachers have positive computer self-concept and attitudes. Also, measurement of these
constructs (self-concept and attitude) can be used to inform both the pre-service and in-
service education of teachers. This paper analyses instruments that have been used to
measure these constructs and makes recommendations for the choice and development
of such instruments in research with pre-service teachers.

Keywords: Computer self-concept, Computer attitude, Learning, Pre-service teachers,
instruments

Introduction

Research on the topic of computer self-concept (CSC) has been well established for
decades. Self-concept is a strong facilitator of academic achievement in computer use
and a positive or negative change in self-concept tends to produce a commensurate
change in academic achievement or performance (Ayodele, 2011; Cady & Rearden,
2007; Wang, 2007). Computer self-concept affects a person’s computer-related
performance and is affected by a person’s actions as well as experiences with computers
and a person’s individual environment (Langheinrich, Schonfelder, & Bogner, 2016).
Computer self-concept includes a mix between computer-related skills, interest,
experiences, attitudes and beliefs (Janneck, Vincent-Hoper, & Ehrhardt, 2013). Self-
concept involves how people perceive themselves and these perceptions are developed
through life experiences (Christoph, Goldhammer, Zylka, & Hartig, 2015; Langheinrich
et al., 2016; Sainz & Eccles, 2012)
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Computer attitude (CA) is also important. Computer attitudes are influenced by
different variables such as perceived usefulness (Teo, Lee, & Chai, 2008), computer
confidence (Rovai & Childress, 2002), training (Tsitouridou & Vryzas, 2003), gender
(Sadik, 2006), knowledge about computers (Yuen & Ma, 2001), computer anxiety (Teo,
2008) and computer experience (Kumar & Kumar, 2003; Potosky & Bobko, 2001). In
most cases, many of these variables interact with one another to impact attitudes
towards computers. Teachers’ attitude towards computers have been shown by various
studies to be a critical factor that affects technology use and integration in teaching and
learning (Teo, 2008) p. 414). Fear, ignorance and anxiety are attitudes that can interfere
with the adoption of information and communication technologies (ICTs) in teaching
and learning (Larbi-Apau & Moseley, 2012). In general, attitudes affect performance
and the overall efficiency of computer and technology use (Jegede, Dibu-Ojerinde, &
llori, 2007).

Measuring computer self-concept and attitude

“Gaining an appreciation of the teachers’ attitudes towards computer use may provide
useful insights into technology integration and acceptance and usage of technology in
teaching and learning” (Teo, 2008) p. 415). Many instruments have been developed to
measure computer attitude. For example, the computer attitude scale (CAS) was
developed by Selwyn (1997). Other scales include the computer-related self-concept
(CSC) (Janneck et al., 2013).or the attitude towards computers instrument (ATCI)
(Shaft, Sharfman, & Wu, 2004). Some scales measure the length of computer use,
while others are focused on the frequency of different types of use )Garland & Noyes,
(2008. Other scales focus on measures that are suitable for different age groups to offer
the possibility for comparisons across ages (Langheinrich et al., 2016).

Purpose and objectives

However, some scales may be better developed than others and may be more suitable in
one context than another. The purpose of this paper is to identify some instruments that
can be used to measure CSC and CA. The objectives of this paper are as follows:

1. Present existing instruments used to measure computer self-concept and
attitudes;

2. ldentify challenges and considerations when choosing existing instruments;

3. Recommend choice of such instruments for use with pre-service teachers.

Results

Objective 1: Present existing instruments used to measure computer self-concept and
attitudes

Teo et al. (2008) used an instrument by Selwyn (1997) to measure pre-service teachers’
attitudes towards computer use called the Computer Attitude Scale (CAS). The
instrument included 21-items focused on four components of computer attitudes. The
first component, ‘Affect’, is composed of six items and measures feelings towards
computers. ‘Perceived Usefulness’ is composed of five items that measure the
individual’s beliefs about the usefulness of computers in their job. ‘Perceived Control’,
is composed of six items that measure the perceived comfort level or difficulty of using
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computers. The fourth component, ‘Behavioral Intention’, is composed of four items
that measure behavioral intentions and actions with respect to computers. Different
instruments use different scales. For example, Teo et al. (2008) used a five-point scale
of strongly disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5). The
scores from the items on each component were aggregated to provide individual scores
on each component. The CAS is a reliable instrument to measure attitudes towards
computer among teacher-education students.

Langheinrich et al. (2016) used an instrument to measure undergraduate students’
computer use for different purposes and their individual abilities in different areas of
computer usage. Langheinrich et al. adapted the scale from Schwanzer (2002). The
instrument has 11-items that ask participants to specify the frequency of computer use
for different purposes such as surfing, communicating, social networking, and
programming. This instrument followed a 5-digit response format (1 - never, 2 - less
than once a week, 3 - various times a week, 4 - less than one hour per day, 5 - several
hours per day). As well, the instrument assessed participants’ computer abilities using a
4-digit response format (1 - absolutely no good, 2 - moderately well, 3 - good, 4 - very
good). Other aspects that were assessed included items such as handling of computers,
editing, understanding error messages or technical defaults, handling software, and
handling hardware.

Table 1 summarizes 10 studies from years 1985 to 2012 that have used instruments to
measure CA. Table 2 summarizes four studies from years 2005 to 2016 that have been
used to measure CSC. For an overview of older instruments related to CA, see Shaft,
Sharfman, and Wu (2004). For each study, we summarize the author, name of the
instrument, the number of items in the instrument, components measured, the scale
(e.g., Likert), and the audience for which the instrument was originally designed (e.qg.,
pre-service teachers). We also provide sample items for each instrument as well as the
measures of reliability when these are available. Reliability is indicated as Rel.

Table 1 Instruments to measure CA

Author/ Designed Sample
Items Components Scale Rel.
Name for items
Loyd & _ “Tgeta
Loyd, (1985) Computer anxiety, smk_mg
computer 1-4 feeling
Computer 40 confidence, Teachers. when | think 0.95
_ computer liking, SA-SD of typing to
Adttitude computer usefulness. use a
Scale (CAS). ”»
computer.
Thompson, 5 1-5 “Computers 0,70
make work
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Author/ Designed Sample
Items Components Scale Rel.
Name for items
Higgins & SD-SA  Knowledge more
Howell . workers interesting.”
(1991) Social factors, affect,
Computer complexity, job fit, (defined as
Attitudes. long-term manage_:rsor
consequences, professionals)
o who used a
faC|I|.ta.1t|ng PC in their
conditions, jobs.
utilization.
Jones &
Clarke
(1994)
“Computers
Computer 40 Affect, cognitive, 1-5 Secondary intimidate 0.84
Attitude behavioral. SA-SD students. anol’lhreaten
me.
(CASS).
Kluever et
al., (1994)
Compte Ay eficercy, . g i
nxiety, efficiency, and middle-

: 4 . A-SD NA 94
Attitude 0 liking, usefulness. SAS school 09
Scale (CAS). teachers

Affect, attitudes “If given the
Selwyn towar_d computers, . Secondary opportunity
(1997) perceived usefulness students touse a 0.93
of computers, computer | :
Computer 21 . SA-SD .

. perceived control of (ages am afraid
Attitude computers that | might
Scale (CAS). behavioral attitudes 16-19) damage it in

toward computers. some way.”
Smalley et 40 Affect, cognitive, 1-5 Secondary “Computers .83
al. (2001) behavioral. students  jtimidate
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Author/ Designed Sample
Items Components Scale Rel.
Name for items
CASS. SA-SD and threaten
me”
Shaft, et al.
(2004) “Boring
The attitudes Affective,
toward 8 behavioral, cognitive NA Undergrads 0.81
computers components. Intriguing.”
Instrument
(ACTI).
“Computers
intimidate
Computer attitude tmh: b:;:zrl:]se 0802
Scale (Nickell & . y o
20 Pinto, 1986) piet
Garland &
Noyes CAM NA NA “I regularly
(2008) use a
10 (Kay, 1993) 0.786
Computer computer
Att'tUde for Word
Scale. processing.”
12 CUE Scale (Potosky “I know 0789
& Bobko,1998). what a
database is.”
Morris et al. Computer use as - “I do not
(2009) tools, confidence i feel | hlave
Attitudes 39 Withcomputers,  SA.SD  Undergrads. o 10 0 0.3
Toward negative reactions to what | do
Computer computers, positive when | use a
Usage Scale reactions to computer.

78



Canadian International Journal of Social Science and Education

Volume 13
Author/ Designed Sample
Items Components Scale Rel.
Name for items
(ATCUS). computers.
Larbi-Apau
& Moseley Affect, attitude, 0-4
(2012) . :
perceived Higher
Revised 21 usefulness, behavior, SD-SA  Education NA 0.868
Computer perceived behavioral students.
Attitude control.
Scale (CAS).
Table 2 Instruments to measure CSC
Designed  Sample
Author/Name Item Component Scale Rel.
for items
“How good
Zarrett & Adolescents  Would you
be atan
Malanchuk (Young _
(23812; N 5 . NA NA Adults) occupation  0.93
that used
Computer Self- computers
concept for ...”
Sainz & “How good
Eccles 1-7 - do you
econdary  think
Revised self- NA good o;helis 0.82
concept of think you
computer 7=very good are at
ability scale. computers?”
Christoph 1-4 High- “lamable g
etal. (2015) ! NA 1=absolutely School :;\';Sta"
Computer self- not true students
programs
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Designed  Sample

Author/Name Item Component Scale Rel.
for items
concept 4=absolutely on my
true computer
Lang. etal Consideration
(2016) conative, LE
; motivational, ) YT
Revised - Studentsin . o oY
Computer- cognitive SA-SD hiah important (.82
related aspects of ?] | and for me to
11 handling SC_ 00_ an work with
self-concept university. computers
(CSC) Computers.

Objective 2: Identify challenges and considerations when choosing existing
instruments

In this section, we discuss challenges and considerations when selecting an instrument.
These relate to audience, reliability, validity, instrument length and complexity. In
general, these four elements provide an opportunity to assess the quality of design of
instruments that aim to measure CSC and CA. We discuss each separately.

Audience

Shaft, Sharfman, and Wu (2003) argued that there were “few instruments that are
suitable for a general setting” except for the Attitude Towards Computers Instrument
(ATCI), which they determined was “designed to be applicable in a wide variety of
settings” (p. 661) with “a broad range of populations, including business professionals”
(p. 662). Fenning and May (2013) argued that “self-concept is best defined as the
judgments individuals make about their expectations of self” (p. 637). Moreover, it has
been noted to have several components, including academic and social (Larbi-Apau &
Moseley, 2012; Pajares & Schunk, 2001). Pajares and Schunk (2001) determined that
specific self-perceptions make up individuals’ global self-concept. Therefore, self-
concept may take the form of multiple domains along which individuals may appraise
their level of functioning (Bong & Skaalvik, 2003). Langheinrich et al. (2016) explained
that CSC is difficult to measure because it is a dynamic concept that changes depending
on an individual’s age, experience with computers and the environment. For example
CSC instruments should be different for females than for males (Langheinrich et al.,
2016). Likewise, CA can be difficult to measure because attitudes can vary over time.
As well, attitudes are not observable and individuals may not be able to identify their
own attitudes or they may not wish to reveal their attitude.
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Validity and reliability of scales

Creation of instruments requires attention to validity (content, criterion-related and
construct) as well as reliability. Content validity refers to whether or not the items and
instrument actually and accurately measure a specific domain (Carmines & Zeller,
1979; Moskal, Leydens, & Pavelich, 2002). It may be hard to measure because variables
related to attitudes and affect are not directly observable (Loyd & Loyd, 1985; Wilson,
2004). Criterion-related validity relates to how well the instrument predicts the related
parties (Carberry, Lee, & Ohland, 2010; Carmines & Zeller, 1979; Moskal et al., 2002).
One CA study that employed criterion-related validity was Teo (2008). Teo investigated
students and the criterion was whether these students passed the introductory computer
science course. The prediction was that those with high CA were more likely to pass
than were those with low CA. Teo (2008) used this criterion to validate the CA
instrument.

Construct validity relates to the capacity of an instrument to measure relationships
between latent variables (Carberry et al., 2010; Carmines & Zeller, 1979; Gressard &
Loyd, 1986; Moskal et al., 2002). Analysis of reliability can help researchers choose
instruments to assess attitudes towards computers (Shaft et al., 2004). Assessment of
reliability includes latent structure (confirmatory factor) analysis, internal consistency
(Cronbach’s alpha) analysis and stability (test—retest) analysis. Shaft, Sharfman, and Wu
found that the ATCI had a good level of reliability “making it a better choice for many
research settings” (p. 661).

Instrument length and complexity

Researchers must also consider the length of an instrument. For example, if the
instrument is too long, the users will experience fatigue. Fatigue could lower response
rates (Shaft et al., 2004). Fatigue can be higher and more problematic in contexts where
more than one construct is being measured, e.g., CSC and CA at the same time.
Therefore, long instruments may not be suitable. An instrument can be considered long
if there are more than 20 items (Shaft et al., 2004). Also, instruments may be too
complex if they try to assess multiple constructs in one instrument. For example, the
Attitudes Towards Computers Scale (Kluever, Lam, Hoffman, Green, & Swearingen,
1994; Rosen & Weil, 1995) measures a number of constructs simultaneously including
computer attitudes and perceptions of the impact of computers on employment
prospects, creation and privacy. Morris, Gullekson, Morse, and Popovich, (2009)
created an instrument to assess attitude towards computers, self-confidence, computer
utility as well as sex bias.

Objective 3: Recommend choice of such instruments for use with pre-service
teachers.

In this section, we present the instruments according to the criteria outlined in objective
2. Objective 2 focuses on pre-service teachers. We therefore include only those
instruments designed for pre-service teachers. Table 3 focuses on instruments to
measure CA. Table 4 focuses on instruments to measure CSC.

Table 3 Summary of instruments to measure CA
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Study Audience Validity/Reliability g i
complexity
The factorial validity and the
differential validity of the Computer
Attitude Scale and its 4 subscales 40 items/
Loyd & Loyd o (computer anxiety, computer
(1985) confidence, computer liking, computer 4 constructs
usefulness). / 0.95
. Each indicator must | more highl i
Thompson, et Pre-service ach indicator must load more highly 5 items/
al (1991) teachers on its associated construct than on any
other construct./ 0.70 7 constructs
| | Pre-service 0 ;
Kluever, et a 40 items
' elementary and . -
il ﬁ | Factorial validity (construct) / 0.95
(1994) middle-schoo 4 constructs
teachers
Latent structure, internal consistency _
Shaft, et al. and stability analyses and participant 8 items/
Undergraduates . . .
(2004) fatigue threaten internal validity 3 constructs
because of response bias/ 0.81
Accordingly, other constructs alone _
Morris, et al. offer limited predictive value 39 items/
(2009) Undergraduates
in terms of computer use behaviors or 4 constructs
differences in computer usage among
varying demographic groups/ 0.93
Larbi-Apau  Higher Modified to fit audience and tested for 21 items/
& Moseley  Education construct validity through expert
(2012) students 4 constructs

reviews and field testing with six
comparable audiences/ 0.868

Table 4 An instrument to measure CSC
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(2016) high school implies the practical
and university relevance of test values/ 3 constructs

0.82

We identified six instruments that were designed specifically for pre-service teachers to
measure CA. We also identified six instruments that were designed for in-service
teachers. We included these. We found five instruments for undergraduate students.
Since pre-service teachers are undergraduate, we included these. We excluded
instruments that focus on secondary students or younger since these may not be suitable
for adults.

For CSC, there was one instrument that was designed specifically for pre-service
teachers to measure CSC. We also identified instruments that were designed for in-
service teachers. We included these. We found one instrument for undergraduate
students. Since pre-service teachers are undergraduate, we included these. We excluded
instruments that focus on secondary students or younger.

In relation to length, the number of items in the CA scale was from 5-40. The average
was 32 and the mode was 32. The most common number of items was 40. The shortest
instrument with only five items was by Thompson, Higgins and Howell (1991). The
longest was 62 items by Garland and Noyes (2008). For the CSC, the number of items
in the scale was from five to 11. The average was seven and the mode was five and
seven items. The shortest instrument was the five items by Zarrett and Malanchuk
(2005) and Sainz and Eccles (2012). The longest was 11 items.

In terms of validity and reliability, in some cases, we only have measures of reliability
but not of validity. The highest reliability for the CA was 0.81 created by Loyd and
Loyd (1985). The lowest was 0.778 created by Garland and Noyes (2008). For the CSC,
the highest reliability was 0.93 created by Zarrett and Malanchuk (2005). The lowest
was 0.82 created by Sainz and Eccles (2012) and Langheinrich, Schonfelder, and
Bogner (2016).

We recommend the following instruments. The Computer Attitude Acale (CAS) by
Larbi-Apau and Moseley (2012) is specifically designed for pre-service teachers. Its
length is adequate but not too long. It provides a measure of reliability. However, there
is no measure of validity. We do not recommend the Computer Attitudes instrument by
Thompson, Higgins and Howell because it is too short. We recommend the Computer-
related self-concept (CSC) by Langheinrich, Schonfelder, and Bogner (2016) because it
is specifically designed for pre-service teachers, its length is adequate but not too long
and it provides a measure of reliability.

Conclusion

Computer self-concept and attitude are important factors related to teachers’
performance and can predict computer use. Negative computer self-concept and poor
attitudes can result in teachers’ avoidance of technology integration whereas positive
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computer self-concept and attitudes can lead to teachers’ integration and use of
technology which, in turn, can positively impact students’ learning outcomes. Given the
increasing prevalence of information and communication technologies in education and
in society in general, it is becoming more and more important to ensure that teachers
have positive computer self-concept and attitudes. Measurement of these constructs
(self-concept and attitude) can be used to inform both the pre-service and in-service
education of teachers. This paper described and analysed instruments that have been
used to measure these constructs. We recommended the Computer attitude scale (CAS)
(Larbi-Apau and Moseley, 2012) and the Computer-related self-concept (CSC)
(Langheinrich, Schonfelder, and Bogner, 2016). These instruments are suitable for the
audience (e.g., pre-service teachers) have an appropriate length and adequate measures
of reliability.
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Abstract

The East Asian countries have shown an enormous growth in the last few
decades especially in last three decades. Similarly, Ethiopia’s growth was also
significant in the similar time period. However, one cannot conclude that the growth
Ethiopia had achieved was the sure imitation of the growth model used by the East
Asian countries. This phenomenon entices us to explore the determinants of East Asian
economic growth and the characteristics of the growth model with special reference to
the economic growth of Ethiopia. The findings of this research revealed that the
government policies towards rapid industrialization induced a gigantic investment on
both physical and human capital. Also, the growth pattern of Ethiopia was quite a
similar to the model employed by the majority of the East Asian economies.

Key words: East Asian Miracles, GDP, Income inequality

Introduction

A majority of East Asian countries have achieved an impressive economic
growth in the last four decades. Such economic growth was mainly driven by the state-
led industrialization policies (Briscoe, 2008; Stiglitz, 1999; Zenawi, 2006). The World
Bank report on East Asia development in 1993 supported the argument that the
economic growth was the result of developmental policies and unique state capacities
that did not exist anywhere else. East Asian countries including Japan, the Asian tigers
(Taiwan, Republic of Korea, Singapore and Hong Kong) and Newly Industrialized
Economies (Malaysia, Indonesia and Thailand) as well as China that joined lately to the
club; these countries achieved the impressive economic growth and they managed to
reduce income inequality. Hence, World Bank called them the High Performing Asian
Economies. This study focuses on four countries’ economic growth, such as Japan,
Taiwan, Korean and China. At early stage, East Asian countries have grown very
rapidly for the quarter of a century. Ethiopia also has been growing in the similar
pattern as East Asian. This achievement alone is not significant enough to conclude that
Ethiopia is replicating their model. Hence, literatures presented an important
macroeconomic indicators as well as social and institutional features need to be
evaluated.

East Asian growth was led by Japanese highly selective policy, followed by
Hong Kong laissez faire policy, and developmental state policy of Taiwan and Korea.
Unlike neoliberal economic policy, the economic packages of most East Asian
governments provide incentive to encourage rapid industrialization through trade
protection of infant industries (World bank, 1993; Zenawi, 2006). Furthermore, East
Asians countries adapted export-led policies and gradually opened their markets when
local firms acquired higher productivity and skill levels. Interestingly, China’s growth
laid on command economy, at the same time, it has embraced globalization in great
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extent than any of other countries did in early stage of economic growth (Boltho and
Weber, 2009).

Briscoe (2008) included Ethiopia, China, and Vietnam, as they claimed to have
borrowed from the developmental state paradigm of East Asia. This argument was
supported by Noman and Stiglitz (2008) “resource-poor, landlocked Ethiopia was
attempting to emulate East Asia with some success.” The late Prime Minister of
Ethiopia Meles Zenawi strongly argued in his thesis of “African Development: Dead
Ends and New Beginnings”, African development needs a paradigm shift from neo-
liberal paradigm of development, which is a dead end incapable of bring a change in
Africa. He strongly favors “democratic developmental state” that encourage the role of
government intervention in economy and prioritization of rural development (Stiglitz,
2002; Ohno, 2011). He argues “historical practice has shown that state intervention has
been critical in the development process. Economic theory has shown that developing
countries are riddled with vicious circles and poverty traps that can only be removed by
state action. The theory of the developmental state completes the alternative paradigm
by showing what type of state can intervene in the economy to accelerate growth while
at the same time limiting socially wasteful rent-seeking activities” (Zenawi, 2006, P.9).
It is hard to distinguish his intellectual thoughts and his government policies. It could be
said that his argument was the reflection of his administration (Ohno, 2011; Noman and
Stiglitz, 2008).

Despite proven track record of East Asian successful growth model, there is no
single blueprint of developmental state policies, different literatures presented different
features of development model based on the specific country of study (Zenawi, 2006;
Boltho and Weber, 2009), but arguably, they have commonality that can be adapt based
on political power of the country (Noman and Stiglitz, 2008). Moreover Kuznets (1988,
pl12) supports the argument “more general reason why a model may not be wholly
replicable. Other countries may duplicate successful economic policies, but we cannot
expect them to duplicate the social, cultural, or even the institutional arrangements that
underlie the policies.” This paper evaluates whether Ethiopia can replicate East Asian
growth model and achieve high growth and reduce income inequality? And also try to
answer if government interventions in economy enhance growth? Therefore, we try to
identify and adapt a few general points that can lead Ethiopia toward similar growth
pattern.

The study focuses at the early stage of high growth period, during this time-
spans the miracles of East Asia was happened. Therefore, it compares Ethiopia with
East Asian countries with similar successful growth period and data. The time frame to
Japan started over the period 1950 to 1975, for Taiwan from 1960 to 1985, for Korea
from 1965 to 1990 and for China 1980 to 2005. However, for Ethiopia the time period
starts much later from 1994 after the introduction of structural reform and implementing
liberal economy to 2015. The first parts of the paper discuss about the fundamental
characteristics East Asian growth model, and followed by summarizing the economic
growth of Ethiopia. The third parts empirical analysis the similarity and difference of
the growth model and finally discuss the findings.

Furthermore, the analytical methodology is based on Ordinary Least Square
(OLS) model of panel regression. The panel regression analysis method has be executed
in Random-effects model of GLS regression and tested by Hausman fixed random test
model (Greene, 2000; Levine, and Renelt, 1992)
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All the statistical inference will be performed on STATA and E-Views econometric
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East Asia development model

East Asia growth was led by Japanese highly selective policy, followed by four
Tigers, Hong Kong laissez faire policy, and developmental state policy of Taiwan and
Korea (Chang, 1999, February). The economists attempted to explain and analyzed the
‘miracle’ of East Asia economic growth in different prospective. They argued that the
sustainable growth achieved because of the role of government on effective allocation
of resource and accumulations of knowledge through investment on education, health
and infrastructures. Simultaneously, they greatly stress on the role of knowledge
accumulation, technology acquisition and productivity growth (World Bank, 1993).

Empirical study identified the factors behind East Asian miracles growth are
high rate of investment on physical and human capital, increasing agricultural
productivity, effective macroeconomic management that encouraged on saving and
government intervention in financial system and industries. In additions, export oriented
industrialization policies boost the competitiveness of local firms. Likewise, the
economic packages of most East Asian countries’ provide government incentive to
encourage rapid industrialization through trade protection to infant industries (World
bank, 1993; Rao, 2001; Zenawi, 2006).

The growth of East Asian countries has commonality in terms of
macroeconomic performance and stability. They, therefore, achieved impressive
economic growth and reduce income inequality “The HPAEs have achieved rapid
growth through successful attainment of both fundamentalist and mystic objectives.
They have performed better than most low- and middle-income countries three critical
functions accumulation, allocation, and technological catch-up. They did this with
combinations of policies ranging from market-oriented to state led that varied both
across economies and over time.” (World Bank, 1993 p17).

Kwon and Kang (2011) presented the East Asian economic development model
in five prospective. They argued that physical capital and natural resource has little
contribution to East Asian growth, but, human capital and government policies had
played great role to bring structural transformation, which their policy was based on
“the centrality of policy-augmented human capital”. They praised the ability of state
policies to identify the right industry and to diversify the composition of an industrial
portfolio through introducing import substitution industrial policy (inward oriented) end
export-led policy (out-ward oriented), as a result, the industrial portfolio had been
greatly diversified from low value added labor intensive industries to high value added
capital intensive industries. Remarkably, the states introduced economic differentiation
scheme to provide incentive to the industries that performed better at the same time
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punished un cxzccd fscompetitive industries. Moreover, at the very first stage of
growth, East Asian countries had given priority to prosperity rather than democracy.
Despite the absence of political freedom, East Asian countries have enjoyed political
stability that contribute to East Asian miracles.

According to Boltho and Weber (2009) summarized East Asian development
model by stressing the importance of on manufacturing sectors and strengthening
external competitiveness to achieve rapid economic growth. Amon the features of East
Asian models, adapting the intervention policy, rewarding local firm and protecting
from foreign companies are one of the main commonality of the model. Furthermore,
among others characteristics of the models, they had stable macroeconomic policy, they
managed to control below double digit inflation rate, and their budgetary balance were
surplus as well as they attained low birth rate. These had contributed to high level of
human capital formations and reduced income inequality. Nevertheless, they established
competent bureaucracies system and fairly authoritarian government.

East Asian economic growth Empirical Analysis

The "miracles™ of East An economic growth was started by Japanese leadership,
and Taiwanese followed Japanese model of development. Sooner, Hong Kong, Korea,
and Singapore repeated impressive growth. China also joined growth trajectory after
introducing open-door economic policies. For decades, East Asian countries achieved
high growth, which is above average global GDP growth rates (Rao, 2001; World Bank,
1993), the average growth rate of 6.12 percent from 1961 to 2013. As Figure 1 shows
since 1960s Japan and four Tigers were leading the growth rate until Chinese took
leadership positions in 1980s. During the same period Ethiopian growth rate was below
Kenya and average growth rate of Sub Saharan Africa (SSA). In 1990s, however,
Ethiopia implemented state-lead development policies, since then Ethiopia has been
emerging as the fastest growing economy in Africa (The Economist, 2012).
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Figure 1. Average GDP growth rate. (Source: author’'s compilation of World Bank
Development Indicators)

Referring to Figure 1, in 2000s Ethiopia surpassed East Asian countries in term of GDP
growth rate and listed second to China. The growth moment of Ethiopia has been
continuing in 2010s and surpassed even China and became top growing above East
Asian countries. This growth trajectory continue

Rank Country Average GDP Growth 2001-2013

1 ethiopia [ o ethiopia [ 0100
2 China EEess china P s
3 Indonesia _ 5.71 Indonesia _ 6.18
4 Singapore ] 5.03 Malaysia ] 5.15
5 Malaysia [ 4.90 Kenya ] 4.55
6 SSA I 472 SSA I 4.17
7 Kenya _ 4.36 Singapore _ 4.14
8 Thailand _ 3.77 Thailand _ 3.17
9 Korea, Rep. _ 3.71 Hong Kong _ 3.09
10 Hong Kong _ 3.61 Korea, Rep. _ 2.98
11 Japan [ 0.82 Japan [ 0.84

Figure 2. GDP growth ranking. (Source: author's compilation of World Bank
Development Indicators)

Gross domestic savings
The East Asian growth caused by high domestic saving. As Figure 3 indicates
most East Asian countries have average saving rate of between 30 to 40 percent. The
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saving rate is exceptionally high in Singapore, which has saved 40 to 50 percent for four
decades and China appeared as the highest saving country next to Singapore since 1993.
The saving rate of Ethiopia is the lowest even below average saving of SSA which is
around 20 percent but recently saving has been improving, in other hand, saving rate for
Kenya became deteriorating.
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1961-1970 1971-1980 1981-1990 1991-1999 2001-2010 2011-2013
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==@=[Korea, Rep. ==@==Malaysia ==@==Singapore e=@==SSA «=@=Thailand

Figure 3. Average domestic gross saving. (Source: author's compilation of World Bank
Development Indicators)

East Asian investment

For decades, East Asian achieved sustainable economic growth increased per
capita income. This consistent income growth contributed to high rate of saving that
driven high rate of investment. Figure 5 shows that the average gross capital formation
of East Asian are about 30% of GDP. Japan in 1960s, Singapore in 1970s and 1980s
had a rate of about 40 percent of GDP, China, however, exceptionally has a rate of
between 40 to 50 percent of capital formation. After 2000, Ethiopia also leveled a rate
of capital formation to East Asian countries.
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Figure 4. Average gross capital formations. (Source: author's compilation of World
Bank Development Indicators)

Furthermore we analyze and measure the linkage of investment and growth, by
employing Incremental Capital Output Ratio (ICOR). The ratio of annual investment as
percentage of GDP, which is gross capital formation to annual GDP growth rate (Rao,
2001). Higher ICOR ratio indicates lower productivity. As Table 1 indicates East Asian
used to have low ICOR in 1960s and 1970s and high rate growth rate. After 2000,
Ethiopia also has low ICOR as East Asian had at early stage of development. This
indicates Ethiopia growth driven by labor intensive industries supported by agricultural-
led industrialization policy (Ohno, 2011). Remarkably, Japan has different development
structure, which is the highest ICOR. Because, Japan invest in high-end capital
intensive industries.

~Incremental Capital Output Ratio (ICOR).
1961-1970 1971-1980

1981-1990 1991-2000 2001-2010 2011-2013

China 8.25 4.64 3.71 3.90 4.06 5.94
Ethiopia NA NA 7.21 5.76 3.01 3.02
Hong Kong 4.64 2.92 3.97 7.35 5.45 7.89
Indonesia 2.49 2.85 4.56 6.04 497 5.47
Japan 4.18 7.48 6.36 24.67 27.90 24.27
Kenya 3.97 2.84 5.66 9.36 4.35 451
Korea,

Rep. 2.32 3.02 2.96 4.90 7.15 10.39
\EIEVAIE] 2.76 3.01 4.68 4.94 4.87 4.87
Singapore 2.36 4.44 5.16 4.81 4.17 6.99
SSA 4.49 6.87 13.38 8.26 3.50 4.95
Thailand 2.35 3.80 3.88 7.43 6.00 9.00

Table 1. Average ICOR. (Source: author's compilation of World Bank Development

Indicators)
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Human Capital

Education is thought to be the most important determinant of the economic
growth (Barro, 2002). The first phase of industrialization process starts on borrowed
technologies. During this period, primary and secondary education are believed to be
more important growth factors than tertiary education. However, in the era of
knowledge economy, it is widely considered that the higher education has become a
more important growth factor. As Table 2 summarize, most East Asian countries and
Kenya have the highest rate of primary school enrolment, but there are significant
variation in secondary and tertiary school enrolment. Japan has the highest rate of
school enrollment in all stages, but Korea shows impressive improvement in terms of
higher education enrolment rate and surpassed Japan. Whereas Ethiopia has the lowest
enrollment rate in all stage except the recent remarkable improvement has registered in

primary educations.
Primary (% Secondary (%
gross) gross) Tertiary (% gross)

School enrollment 1975 2006 1975 2006 1975 2006

123 119 48 67 0.48987  19.51878

19 87 5 29 0.24 2.8

116 96 46 80 8.88586  32.98464

88 108 21 64 2.61411 17.91134

99 102 92 101 24.60175 57.1059

109 105 22 50 1.04 4.04

104 102 54 97 7.73218  97.50587

91 101 44 68 28.58267

59 96 15 33 1.60596 @ 6.24346

84 97 23 72 3.59415  44.15963
Table 2. Education indicators (Source: author's compilation of World Bank
Development Indicators)

Health

Table 3 present health date for East Asian and SSA countries. Health indicators
is the most important measurement tools of human development. East Asian countries
improved in all indicators, such as, Life expectancy at birth, mortality rate under-5, and
infant mortality rate. At the early period Ethiopia had the worst record in all indicators,
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and ranked even below average SSA. In 1960s and 1970s, Kenya used to have better
health indicators in SSA, but recently, Ethiopia effetely managed to improve health
condition and surpass Kenya in all health indicators.

Life expectancy at Mortality rate, infant

Health bir 3 3
| 1970 2012

indicators

Mortality rate, under-5

VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 43.5 75.2 79.0 121 111.0 14.0
___________________________________________ 38.4 63.0 1401 465 237.0 68.3
VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 67.0 835 [ NA NA NA NA
VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 44.8 70.6 1129 258 165.2 31.0
VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 67.7 83.1 134 2.2 17.5 3.0
| 46.4 61.1 90.3 487 146.4 72.9
VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 53.0 81.4 407 33 51.7 3.8
VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV 99.5 74.8 437 7.3 56.1 8.5
| 65.7 82.1 21.9 23 27.3 2.9
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 40.2 56.4 140.9  64.0 241.2 97.9
Thailand 55.2 74.2 716 114 99.4 13.2

Table 3. Health indictors. (Source: author’s compilation of World Bank Development
Indicators)

Economic Growth of Ethiopia

Ethiopia has started to follow the footstep of East Asia growth model (Briscoe,
2008; Ohno, 2011; Noman and Stiglitz, 2008; Zenawi, 2006). After introducing
Structural Adjustment Program (SAP) in 1993, the government implements medium
term and long term development plans to articulate a development strategy that bring
equitable growth and alleviate poverty. Zenawi (2006) argue neo-liberal paradigm of
development is the major cause to Afri can stagnation that ended up in poverty trap,
thus, Africa required fundamental shift in paradigm to end vicious circle and to bring
economic development. This argument supported by Ohno (2011, p34) “recognizing
that predatory states and rent seeking culture have been the major obstacles to African
development, the Ethiopian government is determined to build a developmental state, a
state that promotes skills, technology and productive investment for all citizens, farmers
and firms rather than patronage and personal gains for a few.” He, further, summarized
a development policy, as Ethiopia has “home-made” unique style and clear
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development strategy that has never been seen in Africa but common in East Asia.
Zenawi (2011, p7) challenged neo-liberal paradigm and favored government-led
development “A night watchman state, a state whose intervention in the economy is
very limited would be unable to overcome the vicious circles and poverty traps. The
neo-liberal paradigms advocacy of such a state in developing countries is thus likely to
keep such countries mired in poverty traps.” Moreover, Ethiopia strongly valued
government intervention in economy and criticize the Washington consensus and also
Ethiopia does not allow “international best practices” to be imposed by donors (Noman
and Stiglitz, 2008; Stiglitz, 2002; Ohno, 2011).

Since, Ethiopia development policy has similarity with East Asian countries. In
this paper, we evaluate and measure whether Ethiopia can replicated East Asian growth
model to achieve high growth and reduce income inequality while implementing
government-led growth strategy as other Asian countries. We employed comparative
empirical analysis of Ethiopia with East Asian and Sub Saharan Africa (SSA) to
determine the cause of high growth based on the following indicators such as GDP
growth, Gross domestic savings, Gross capital formation, Education, and GDP per
capita income. This research mainly focuses on endogenous growth theory and Solow's
growth theory. These growth theory emphasis on the role of human capital, Labor force
and Technology. Lucas (1998), Economic growth was recognized as the accumulation
of human and physical capital, and increased productivity arising from technological
innovation.

This part focuses on Ethiopia and examine empirically the current high growth
and the impact on reducing income inequality. We extensively analyze the factor that
contribute for high growth and reduce income inequality. Such as GDP and GDP per
capita growth rate, human capital development (Education), investment and export.
Human capital is the engine for economic growth (Barro, 2002; Nelson & Phelps,
1966). Economic growth has direct relationship with human development. The
significant value of factors coefficient for human development is positive correlations
with GDP growth (Suri, Boozer, Ranis, and Stewart, 2011).
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Figure 5. The GDP and GDP per capita income growth rate (Source: author's
compilation of WDI)
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Figure 6. Scatter plot of GDP growth and GDP per capita growth rate

As the Figure shows, Ethiopia registered impressive economic growth and
become one of the fastest growing economies in Africa (IMF, 2014; MoFED, 2014).
GDP growth rate enhanced GDP per capita income to grow at high rate as East Asian
countries. This high growth of per capita income contributed to decrease income
inequality. As Table 4 showed Poverty headcount ratio at $1.25 a day (PPP and % of
population) reduced by half since 1995. Hence, the growth contribute to lift out millions
in poverty. This marvelous achievement leveled Ethiopia with East Asian countries in
terms of growth rate but it need to do more to catch with them. The growth trend can
give confidence to clinch that Ethiopia can replicate East Asian growth model (Noman
and Stiglitz, 2008; Ohno, 2011).

Poverty indicators 1995 2011 Change
Poverty gap at $1.25 a day (PPP) (%) 21.23 |[8.19 61%
Poverty gap at $2 a day (PPP) (%) 4119 2364 |[43%
Poverty gap at national poverty line (%) 12.9 7.8 40%
Poverty gap at rural poverty line (%) 13.4 8 40%
Poverty gap at urban poverty line (%) 9.9 6.9 30%
Poverty headcount ratio at $1.25 a day (PPP) (% of population) 60.5 30.6 49%
Poverty headcount ratio at $2 a day (PPP) (% of population) 84.5 66 22%
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Poverty headcount ratio at national poverty line (% of population) | 45.5 29.6 35%
Poverty headcount ratio at rural poverty line (% of rural
population) 47.5 30.4 36%
Poverty headcount ratio at urban poverty line (% of urban
population) 33.2 25.7 23%

Table 4. poverty indicators of Ethiopia (Source: author's compilation of WDI)

Education

Endogenous growth theory focuses on the importance of human capital. The
government of Ethiopian gave priority for human capital development by improving
access to educations and reforming the education systems (Bishaw & Lasser, 2012;
Ministry of education, 2008; Overseas Development Institute, 2011). The ultimate
objective of education is to attain development in order to alleviate poverty. Therefore,
the lion share of government budget allotted to education sector by investing on
infrastructural development. As below Figure 4-2 indicates, the total government
expenditure on education increased from 8.6 percent in 1980 to 23 percent in 2009. The
dramatic shift of expenditure contributed for equitable expansion of schools throughout
the country. Simultaneously, government established training centers and provided
capacity building for new teachers and administrators (Ministry of education, 2008;
Overseas Development Institute, 2011). Hence, the primary education enrolment rate
increasing dramatically from its bottom line 21.7% to about 90% in 2005 (WDI, 2014).
However, Ethiopia lagged behind in terms of secondary and higher education.
Therefore, government need to fill the gap of higher education at accelerated pace to
replicate East Asian Model

TOTAL GOVERNMENT EXPENDITURE (%) ON

EDUCATION
/23.6
/16.7
13.8 13.6
86———g2— 7‘5/
1980 1985 1990 1995 2000 2005 2009

Figure 7. The government expenditure on education. (Source: author's compilation of
World Bank Development Indicators)

Table 5 employed the Ordinary Least Square (OLS) method that indicates the
correlation between GDP per capita income and education. The significant value of
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factors coefficient for education is (2.48) that indicates positive correlations with GDP
per capita income.

GDPPCi= a + y BiEDUjjt + &it

Table 5: Correlations between GDP per capita and education

0,
GDPPC | Coef. Std. Err.  t P>t [95% Interval]
Conf.
EDU 0.2842858 0.1144072 2.48 0.026 0.0389068 0.5296648
_cons 121.0836 7.667649 15.79  0.000 104.6382  137.5291

Investment

Investment is the main factors that driven economic growth (Janjili, 2011; Rao,
2001). Harrod-Domar model explained the rate of economic growth proportional to the
rate of investment (Zhang, 2005). Saving accelerates the investment that contributes to
economic growth (Jappelli & Pagano, 1994; Rao, 2001). Furthermore, Solow's growth
model emphasized the importance of physical capital for economic growth (Janjili,
2011). The Ethiopian government, therefore, encourage saving through raising
awareness and implemeting new policy that enforce private and governement
employees to have social insurance (MoFED, 2014).

As the result saving culture has been changed and gross domestic saving
percentage of GDP increased dramatically from 4.8 percent in 1999 to 17.7 percent in
2013. This create momentum for raise of domestic invest. Furthermore, Ethiopia
government expand access to finance in order to encourage investment especially for
Micro and Small scale industries. As below Figure 8 indicates, a gross domestic capital
formations (percentage of GDP) increased to 33 percent in 2013 from 17.5 percent in
1999. In spite of an increasing capital formation there is a weak rate of domestic
saving. The government needs to promote domestic saving by improving household’s
income, which supports the growth rate of household’s income should be higher than an
inflation rate.
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Figure 8. The trend of investment and saving. (Source: author's compilation of MoFED
and World Bank Development Indicators)

We employed OLS regressions to examine the linkage between economic
growth and investment. Table 4-4 indicates the OLS regression analysis of GDP per
capita growth rate indicates the significant value of factors coefficient for investment is
(2.66).

GRTi=a + Blleijt + &jt

Table 6: Correlations between GDP per capita growth rate and Investment

0,
GRT Coef. Std. Err.  t P>t [95% Interval]
Conf.
INV 0.5260966 0.1981029 2.66 0.013 0.1215164 0.9306768
_cons -8.813521 4.291095 -2.05 0.049 -17.57711  0.0499372
Export

Since 1991, Ethiopia radically shifted from command economy policies to
liberal economic policies that promote trade openness (Geda & Berhanu, 2000; Rashid,
Assefa,a nd Ayele, 2009). The classical economic theories supported that international
trade has significate role in economic growth and create competitiveness through
specialization and export has positive relations with economic growth (Jung and
Marshall, 1985; Siddiqui, Zehra, Majeed, and Butt, 2008). Thus, Ethiopia implemented
export-led growth strategy to increase competitiveness and boost export that catalyzed
GDP growth (Ohno, 2011). Government provide incentive and promote export
industries. Thus, Ethiopia has diversified export items from coffee to sesame, leather
goods, flowers and minerals. Export industries have enjoyed considerable success
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(Noman and Stiglitz, 2008). Export was 2.3 percent of GDP In 1991 and the export
sharply increased to 17 percent in 2011.

Exports of goods and services (% of GDP)
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Figure 9. Export. (Source: author’s compilation of MoFED and World Bank
Development Indicators)

The below Table 7 indicates the OLS regression analysis of GDP per capita
growth rate indicates the significant value of factors coefficient for Export is (3.09),
which is strongly correlated with GDP per capita growth rate. The Economic growth
was d